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1. Introduction

We have, in the past 27-month period, completed several major tasks of our research on hybrid
optical processor programs. Our tasks were completed in a manner consistent with proposed
research programs supported by the United States Air Force, Rome Air Development Center

at Hanscom Air Force Base, under contract number F19628-87-C-0086. Results have been
published, in part, in technical literature and have been presented at scientific conferences.

Copies of these papers are included in this report to provide concise documentation of our research
efforts. In the following sections, we shall give an overview of our research work done

during the period 1 July 1987 to 30 July 1990. Publications resulting from this effort are included
at the end of this report as appendices.

II. Summary and Overview

Recent advances of programmable spatial light modulators (SLM) have permitted the synthesis of
hybrid signal processors for various computational needs. In accordance with this research
program we have developed and synthesized various types of hybrid optical .irchitectures capable
of performing tasks such as: multiple matrix computation, hybrid optical computing, optical binary
adder, optical perfect shuffle, application of associative memory to symbolic substitution, acousto
optic joint transform correlator for space integration and frequency shift keying applications, hard
clipping joint transform correlator, and programmable multi-channel optical correlator for automatic
scanning image detection. The basic architecture of these hybrid optical processors is a
microcomputer-based design utilizing various types of spatial light modulators. The configuration
of these hybrid optical architectures and discussion of the operation of these systems are presented.
The performance of this research program is consistent with the proposed research programs
supported by the United States Air Force, Rome Air Development Center at Hanscom Air Force

Base under contract number F19628-87-C-0086.
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2.1 Hybrid P for Multiple-Matrix Multiplicati

We have developed two hybrid optical architectures {0 perform multiple binary-matrix
multiplication [1]. These architectures include microcomputers and programmable spatial light
modulators. We have used both the inner-product and systolic-inner-product methods for multiple
binary number and multiple matrix multiplication. In the first architecture the inner-product method
is used to carry out multiple-matrix multiplication. Figure 1 shows a hybrid optical system which
is able to carry out a triple binary number multiplication operation. Three magnito-optic spatial
light modulators serve as the inputs. A CCD detects the result and feeds back to a high speed
memory. In this system, the multiplication is performed by binary transmittance of the SLM's, and
the sum is carried out by focusing the light onto the detector. The introduction of grating masks
into this architecture permits a fully parallel matrix multiplication through separation of the output
vectors.

The second architecture is a combination of the inner-product and systolic array arrangement
techniques. This architecture is capable of performing large matrix multiplication and has
applications in linear and bilinear transformations. In this system the binary number matrix
representation in the SLM's can be shifted step-by-step for the systolic array arrangement. Thus,
matrix multiplication can be performed using this system with the major drawback being the speed.
For example, a 2x2 matrix multiplication requires four-step operation. By decomposing the
matrices and then applying the systolic-inner-product method, substantial reduction in the size of
the SLM's is possible. We have carried out preliminary experimental demonstration of these
techniques. In addition, since these techniques are either mixed binary or binary representation,
the hybrid optical processors would offer high accuracy with moderate speed for multiple matrix
computation.
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Figure 1. A hybrid optical processor for optical computing. SLM1-SLM3, spatial light
modulators; CL;-CLA4, cylindrical lenses; L and Ly, lenses; SL1-SL2, spherical lenses.

2.2 Hybrid Optical Computing

We have developed several hybrid optical processors utilizing transparent SLM's for digital optical
computing [2]. We have shown that digital matrix multiplication (see Figure 2), symbolic logic
processing (see Figure 3), and linear transformation (see Figure 4) can be performed with these
hybrid architectures. Since MOSLM can be addressed in partial parallel mode, the whole frame
pattern on MOSLM can be switched in a very rapid manner; for example, 6.4 s for a 64 x 64
MOSLM; 51.2 us fora 512 x 512 MOSLM. By utilizing a high speed memory subsystem with a
specially designed interfacing circuit (the technology is available) a relatively slow microcomputer
can be used to manipulate the parallel operation of MOSLM's. This is known as single instruction
multiple data (SIMD) operation. In addition, with the introduction of a microcomputer into the
system, a man-machine communication link is also provided. To generate the systolic array
formats rapidly, a table look up instruction is suggested. After the time integrating CCD detector, a
high speed analog to digital converter (ADC) and a serial-parallel deformater would be used.

Thus, by exploiting the programmability of the computer, various linear algebraic operations can
be performed with this hybrid optical architectures.




Finally, by exploiting the efficient operation of the optics and the programmability of the electronic
computer, it is our belief that hybrid optical architecture would be the logical approach toward
modern optical computing. However, much remains to be done in the development of electro-
optical devices before the hybrid optical computing can become a widespread practical reality.
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Figure 2. An electro-optical processor. L's-lenses; P's-polarizers.
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Figure 3. An electro-optical symbolic logic processor. L's-lenses.
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Figure 4. An electro-optical discrete linear transformation processor. L's-lenses; P's-polarizers.

2.3 Optical Perfect Shuffle

One of the inherent advantages of the optical computer is its noninteractive connecting capability.
The optical perfect shuffle (PS) which forms the basis of such an interconnect network is a useful
concept in optical computer architecture. We have demonstrated that two sets of data can be
shuffled using an optical spatial filter [3]. Figure 5 shows the optical perfect shuffle set-up. Two
sets of data are designated by S1 and S2, which are separated by 2B at the input plane. With
coherent light illumination, the complex light distribution which includes the Fourier spectra of the
input data appears in the Fourier plane. To implement perfect shuffle, a sinusoidal grating is placed
in the Fourier plane.

In the experiment, we used two sets of English letters as input data. Figure 6(a) shows the input
data and Figure 6(b) gives the shu‘fled data obtained with the proposed system. We have noted
that perfect shuffle can also be achieved if two optical processors are arranged in tandem. In this
case the perfect shuffle operation can be applied to a 2-D data array, such that one shuffles
horizontally and the other vertically. The generalized perfect shuffle with its large data handling
capacity might be a viable trade-off for certain applications.




2.4 Optical Binary Adder

We have demonstrated a method of building an optical half adder using a programmable LCTV [4].
This optical half adder is capable of performing the XOR, AND, NOT, and OR logical operations.
Experimentally, we have shown that a 4-bit half-addition can be obtained. Figure 7 shows the set-
up for 4-bit parallel half-adder. The optical half adder can be easily extended to perform larger-
array-numbers addition, by simply changing the computer program of microcomputer. We note
that no extra coding is required in the half-adder, since the number was automatically encoded by
LCTV. To extend a half adder to perform a full-adder operation we introduce an optical read only
memory for carry transmission and overflow error detection. An optical architecture of a 2-bit full
adder using an OROM is also proposed.

Y“/ | O/X/

Figure 5. Optical perfect shuffle system: S1 and S2, input data; L1 and L2 lenses; H, Filtering
grating.
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Figure 6(a). Input data to optical perfect shuffle architecture.
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Figure 6(b). The Shuffled version of the input data.
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Figure 7. An optical set-up for 4-bit parallel half-adder. A, B, inputs; M1, M2, mirrors; P1, P2,
P3, polarizers.




2.5 Applicati f 2 iative M . Symbolic Substituti

We have demonstrated a technique of spatial modulation to implement symbolic substitution logic
using one-step holographic associative memories [5]. The spatial modulation technique gives more
flexibility in the filter synthesis than the multiplexing technique since the hologram has a limited
dynamic range. We have demonstrated a simple example of multi-instruction multi-data (MIMD)
operation, i.e., parallel half addition. By utilizing real-time spatial light modulators such as LCLV,
LCTV, MOSLM, a full addition may be realized by multistep substitution. If the final cross
correlation can be totally eliminated, the proposed method may be superior sampling technique,
since this method is fully space invariant.

2.6 Acousto-Optic Space Integrator

We have developed an architecture for a real-time space integrating correlator based on the optical
joint transform correlator [6]. Two parallel on-plane AO cells are employed to convert electrical
signals into acoustic strain fields. A transform lens produces the joint transform of the optical
pattern induced by the acoustic strain fields. A square law converter, €. g. , a liquid crystal light
valve (LCLYV), can extract the joint transform power spectrum. The inverse Fourier transform of
the coherent readout of the square law converter provides the cross correlation of the input signals.

Since two AO cells are on the same plane, the proposed architecture can be implemented in a
compact system (see Figure 8). A simple experiment utilizing an LCTV as square-law converter
and applying a 65 MHZ pure sinusoidal signal (for simplicity) to the input cells was conducted.
Figure 9 shows the output correlation peaks obtained with the set-up of Figure 8, with the
separation between the two AO cells heing 12 mm. By addition of an adequate number of AO cells
on the input plane, this architecture can easily be extended to a system that yields more than two
cross-correlations. At the output plane, we obtain spatially separated cross-correlation functions
that correspond to the AQ cells. The correct positioning of the AO cells in the input plane will
prevent the correlation distribution from overlapping each other. The three cell system may be
sufficient for a digital communication system in which two different waveforms are selected for
transmission to the receiver. This feature is important for digital communication in which different
waveforms are used to represent different messages.




2.7 MESK Signal Detection

We have developed a multi-channel acousto-optic space integrator for modulated frequency shift

keying (MFSK) signal detection [7] as shown in Figure 10. This system consists of an array of
AOQ cells at the input plane and a liquid crystal light valve as the square-law detector for the
composite Fourier to power spectrum conversion. In principal this hybrid optical processor is

capable of processing very wide bandwidth temporal signals, as high as 100 resolution elements.
The proposed AO correlator can be synthesized in compact form. One of the requirements of the

proposed system is the availability of a square law converter with both high speed and large

dynamic range. Thus the realization of this architecture depends upon development of the

necessary components.

Coherent
light

AO2 Y

Input
plane

L1 L2 S
——
——( -

Coherent Output
light plane

BS

Figure 8. Optical setup for an acousto-optic signal correlator. AO1 and AO2-cells; L1 and L2-
transform lenses; L2 and L4-magnifing lenses; S-square-law converter; BS-beam splitter.

Figure 9. The output correlation peaks obtained with the set-up of Figure 1.
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Figure 10. Multicell, multifrequency acousto-optic joint transform correlator: AQOg.p-1, acousto-
optic cells: L1 and L3 transform lenses: L2 and L4 magnification lenses: S, square-law converter:
BS, beam splitter: F, spatial filter: G, grating.

2.8 Hard-Clipping Joint Transform Correlator

Because of its high speed and structural simplicity, the optical joint transform correlator is
proposed for application to pattern recognition. We have developed a real-time programmable
hybrid joint transform correlator utilizing the threshold hard-clipping properties of a microchannel
spatial light modulator (MSLM) [8]. In the system, an MSLM is utilized as the threshold hard-
clipping device and a liquid crystal television (LCTV) is used as the input and reference images.
By using the feed-back loop, as depicted in Figure 11, the system offers the adoptive processing
capability.

The LCTYV is used to display a real-time target and a reference image at the input plane of an optical
processor. The main advantage of LCTV is its programmability for the generation of different
reference images. The lens system L1-L3 is employed to demagnify the input object images from
the LCTYV to an appropriate size and then transform onto the MSLM. The output is detected by a
CCD camera and it can be fed back to the microcomputer for further operation making the system
an adaptive hybrid electro-optic correlator.



To compare the performance of the real-time programmable JTC over the existing JTC techniques,
with regard to the intensity of the correlation peaks, a theoretical analysis of the two system has
been carried out. Equations 1 and 2 show the autocorrelation function distribution at the output
plane for the conventional system and the real-time programmable JTC respectively.

g(x,y) =-A4:)2|LA(X5L) +A(‘x_$‘l‘“‘)JA(%) (1)

A Jsin[n(X - L)/al N sin[7(X +L)/o0]  sin(rY/w)
T (X ~-L) (X +L) nY

(2)

Where A is the illumination amplitude, and A represents a triangular function, we see that the
correlation peak intensity of the proposed system is about A2/m2(J4, whereas for the conventional
JTC it would be A2/16U4. In other words, the correlation peak intensity of the proposed system
would be about 1.62 times higher than that of the conventional system. In addition, if the bias
voltages can be controlled such that the threshold hard-clipping takes place at a lower intensity level
to include the whole main lobe, it can be shown that the peak intensity function is 16A2/x2(4,
which is 26 times higher than the classical JTC. The autocorrelation function distribution at the
output plane for this system is shown in Equation 3.

_A [sin2e(X -L)je] sin[2n(X +L)/0] Vsin@ry/w)
oon n(X -L) n(X +L) nY

It should be mentioned that, if the threshold hard-clipping values are further controlled to include
the first side lobes, the output correlation intensity could be further increased.

By combining the advantages of the state-of-the-art electro-optic devices and the flexibility of a
microcomputer, this technique overcomes the common drawback of the existing methods, namely,
low correlation peak intensity compared to the illumination intensity hence producing sharper
autocorrelation peaks. We stress that this JTC can produce sharper and higher correlation intensity
than conventional JTC.

12
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Figure 11. The Schematic of a programmable hard-clipping joint transform correlator: L's-
Lenses; BS-polarizing beam splitter.

29 le Multi- nel Opti |

We have developed a programmable scanning optical correlator using a low cost liquid crystal
television (LCTV) [9]). The imposition of a scanning grating on an LCTV screen with a micro-
computer will alleviate the positioning problem associated with the mechanical scanning method for
large capacity correlator systems, as shown in Figure 12. The positioning difficulty can be caused
by either movement or the frequency shift in the mechanical scanning techniques. The low
resolution of LCTV which limits spatial carrier frequency is overcome by using a new set-up
which is different from a conventional optical correlator. The lenses L2 and L3 are used to project a
reduced image of the LCTV grating onto the input plane of the optical correlator, so that the Fourier
transform of the object can be in a proper scale while the spatial frequency of the spectrum of the
grating is magnified. The different diffraction orders on the frequency plane can therefore be
sufficiently separated.

13




We set adjustable delays between the subroutines, longer delays for filter construction and shorter
delays for target detection. In order to multiplex matched filters onto a recording plate, we would
rotate the grating one at a ime. While an input image is being recognized, the orientation of the
grating is automatically changed according to the instruction received from the microcomputer. As
soon as the auto-correlation peaks appears at the output plane, the scanning is terminated,
otherwise continued. Using a multi-channel spatial filter of eight input objects which were recorded
on a holographic plate and observation of the corresponding output correlation peaks we have
concluded that a multi-channel correlating operation can be achieved using a programmable LCTV

grating.

The scanning speed of the proposed correlator is primarily limited by the microcomputer and the
response time of the LCTV. Furthermore, if a higher resolution LCTYV is available, both the input
object and the modulating grating can be superimposed onto the LCTV screen. Thus a
programmable, real-time, electrically addressed correlator may be realized.

14
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Laser L1 L2 BS L3 14 Filter
:D—Q<C LS
LCTV Input P1
) Output
Computer

Figure 12. A multi-channel optical correlator using an addressed LCTV. Lj and L3, collimating
system; L3 and Ls, transform lenses; L3, magnifying lens; P; and P», polarizers; BS, beam
splitter, M, mirror
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2.10 White-Light Pseudocolor Encoding

Pseudocolor encoding is a commonly used enhancement for grey level images. We have in
this period of research developed a two-step, three-color, white-light pseudocolor encoding
process. A variation of this three color encoding method uses moire fringe patterns from
two encodings to carry the information previously obtained from the third encoding. By
using this new procedure, the pseudocolor encoding was accomplished using a single
sampling grating, and two rather than three exposures. This allows greater use of the
dynamic range of the film by eliminating one exposure. This method also illustrates an
interesting application of moire patterns.

2.11 Phase Conjugation Joint Transform Correlator

In this period of research, several applications of phase conjugation technique in a JTC
have been investigated. It is shown that phase distortion in the input objects (due to SLM)
in a coherent image processing system can be efficiently compensated by using the phase
conjugation technique. The additional amplitude or phase modulations produced by the
nonlinearity of phase conjugation can be utilized to pre-encode the object functions, for
which correlation characteristics can be improved. Computer simulations indicate that
phase pre-encoded objects improve the accuracy of correlation detection, which results
from smaller autocorrelation spots and lower cross correlation intensity. This encoding
technique would find application in the research of dynamic pattern recognition and robotic
vision.

16




2.12 Phase Measurement by Fringe-Scanning

We have developed a novel method for obtaining the phase distribution of an object
spectrum by using a fringe-scanning phase-conjugate interferometer. A detailed analysis of
the proposed technique is provided, and experimental demonstrations for validating this
technique are also given. The major advantages of this method are its potentially high
accuracy and its low space-bandwidth-product requirement for the detection system.
Moreover, using the fringe-scanning method, the factors to be multipled are fixed to only a
few values. Instead of performing real-time multiplications, one can use a data look-up
table to speed up the computational process. Moreover, the spectral content of the object in
the Fourier plane is concentrated mostly in some specific regions. It is generally not
necessary to compute the phase distribution over the entire nxn points. In other words, the
computation can be selected based on the spectral intensity distribution; thus the amount of
computational time can be substantially reduced.

2.13 Symbolic Logic P Using C fed Liquid C  Televisi LCTVs

We have shown in the period of research that optical symbolic logic operation can be easily
achieved with cascaded low-cost LCTVs. Aside from the basic 16 logic operations, we
have shown that the same processor can perform any two-level logic function. Major
limitations on using LCTV must be the low resolution, low contrast, low speed and low
transmittance, which prevent widespread practical applications. Nevertheless, the low cost
and programmability of the LCTV would stimulate some interest in the application of
symbolic logic processing. Since the digital computation can be divided into a series of
specific logic functions, perhaps some specialized digital uniprocessors may be
implemented based on this proposed optical processor.

17




2.14 Joint Fourier Transform Processor

In this phase of research, we have shown that a joint Fourier transform processor can be
used as a conventional coherent optical processor. In principle, the joint transform
processor can perform all the optical data processing that a conventional coherent optical
processor can offer. Sample illustrations for signal extraction and image subtraction are
given. The major advantages of the joint transform processor must be (1) the avoidance of
synthesizing a matched spatial filter, (2) higher space bandwidth product, (3) lower spatial

carrier frequency requirement, (4) higher output diffraction efficiency, etc.

We have, in this research program, investigated a holographic associative memory system
with a controllable MSLM. Since the MSLM is used as an active device in the system , the
quality of the output addressed data can be improved as compared with a passive
holographic method. Another advantage of the system is its controllability, by which the
memory addressing mode can be adjusted to either "winner-take-all” or "weighted sum”
operations. The joint transform method has the merit of easy system alignment and real-
time filter synthesis. It is apparent that if programmable spatial light modulators were used
at the input plane Pj and the holograph plane P, and a feedback loop was consructed
between them, the memory capacity of the system could be further enhanced.

2.16 A Hybrid-Optical . {eural Network

In this research program, we have developed a 2-D hybrid optical neural network using a
high resolution video monitor as a programmable associative memory. Experiments and
computer simulations of the system have been conducted. The high resolution and large
dynamic range of the video monitor enable us to implement a hybrid neural network with
more neurons and more accurate operation. The system operates in a high speed
asynchronous mode due to the parallel feedback loop. The programmability of the system
permits the use of orthogonal protection and multilevel recognition algorithms to increase
the robustness and storage capaciity of the network.
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2.17 Optical Disk Based Neural Network

We have, in this period of research, proposed a technique for using an optical disk as a
large capacity associative memory in an optical neural network which will be described.

There are, however, several problems that should be addressed before constructing the
optical disk based neural network.

The readout head has to be redesigned for reading the whole block of an IWM rather than
- sequential readout techniques,

. The existing SLM still cannot meet the processing speed of the proposed system (i.e., ~109
Hz). However, the optical disk based neural network is suitable for applications to a huge
database associative search, which does not require a frequent change of input patterns.

The electronic bottleneck in the feedback loop may be alleviated to some extent by using
parallel buffers. However, a decision-making circuit for postprocessing the output data in
2-45us has to be developed.

Nevertheless, the proposed optical disk based neural network offers a large capacity
associative database for which high speed operation can be achieved.

3.0  Conclusion

Dove Electronics, Inc. and the Pennsylvania State University have designed and
demonstrated various hybrid optical processor architectures for signal/data processing
applications. These applications include multiple matrix computation, hybrid optical
computing, opt.cal binary adding, optical perfect shuffle, joint transform correlation,
Founer transformation, holographic associative memory, and hybrid optical neural
network. These various architectures were implemented using a combination of spatial
light modulators and computers. Some of these architectures have immediate operational
potential, while others require component development to increase speed of operation and
reliability. Follow-on efforts to develop components and improve reliability are indicated.
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Hybrid optical computing

Francis T. S. Yu

High accuracy,
high data rate,

electro-optical architecture

ightweight and pocket
sized, the optical signal
processor can perform
a myriad of complicated
processing operations.
Its success is primarily due to the pro-
found diffraction phenomena of
coherent light. The essential merit of
an optical signal processor is its
capability to process a signal in com-
plex amplitude, parallelism, large
capacity, high speed and diversified
wavelength. Several processing opera-
tions have proven to be more efficient
with optical techniques than with their
electronic counterparts. These opera-
tions are: Fourier transforms, con-
volutions, correlation operations and
spectrum analysis. The major advan-
tages of an electronic computer is its
flexibility, programmability and easy
accessability. (Optical signal prc
cessors are very inflexible compared
with electronic computers.) The ques-
tion is, ‘“Can we exploit the efficient
operation of optics and the flexibility
of electronics to come up with a
realistic electro-optical (EO) architec-
ture that meets our computational
needs?’’ The answer to this question
is’ llyes.ll
First, let me point out that the
earlier development of the electronic
computer was based on state-of-the-
art technology available at that time.
It was a very realistic approach that
we should adopt for the development
of our electro-optical computer.
Second, the current optical signal
processor can be regarded as a highly
efficient processing system like a high
performance vehicle, which requires
human intervention to perform pro-
perly. Likewise, in order for an op-
tical signal processor to function ef-
ficientlv, + : need an electronic com-
puter to lend a hand. The intervention
of an electronic computer is not for
data processing. Rather, its purpose
is to corntrol the electro-optical devices

so data can be primarily processed by
the optical processor. Thus, high ac-
curacy and high data rate processing
can be achieved by the electro-optical
computer.

Digital-optical computing

Credit for the first optical architec-
ture proposed to carry out matrix-
vector multiplication must be given to
J. W. Goodman and his colleagues.
They used a light emitting diode
(LED) to generate a time sequence
vector, with a binary mask to control
the variable openings representing a
matrix format to perform matrix-
vector multiplicatio- “.nilar LED,
with higher acc  racv optical architec-
ture for matrix-vector operation, was
a.vetoped later by others. They
utilized a linear array of LEDs to
generate an input vector and array of
acoustu-cptic cele *o represent a
matrix formulation of vector-matrix
multiplication. To avoid the interfac-
ing difficulties, still others introduced
a systolic array processing concept for
optical matrix-matrix multiplication.

However, the analog nature of the
optical processing techniques limits

Light Soyrce

Lt
Polarizer!

MOSLMg

Poleriser2
L

the accuracy of these operations. To
alleviate this problem, digital
representation was introduced.
Multiplying two numbers on a digit-
by-digit basis, a numerical multiplica-
tion technique was demonstrated that
could perform using optical convolu-
tion operations. Next, the concept of
implementing a real-time convolution-
based multiplication was introduced.
The idea suggested was an outer pro-
duct technique with correlation
matrices. Also, a number of architec-
tures have been proposed to exploit
the parallelism of optics. This is
described in a survey paper by R. A.
Athale. (See ‘*‘Read more about it."’)

Matrix-matrix multiplication

To exploit the parallelism of optical
processing, an electro-optical (EO)
processor is used as shown in Fig. 1.
This EO architecture utilizes an outer
product technique for matrix-matrix
multiplication.

Figure 2 shows the outer product
computation. When the row and col-
umn electrodes of a two-dimensional
(programmable) electro-optic spatial
light modulator (SLM) is addresse ~v
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Image

Detector

Computer
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2=(101]}
b=(011]
row electrodes

column electrodes
20 E-O SLMm

. 3 011
Ced'6 - [g] - [0V1) - [81‘)?]
Fig. 2. An Outer Product Computation.
two binary vectors @ and b, such as

=[101],and D = (01 1],

the corresponding outer product
would be

1101 1]
0
1

0
=10
0

It is clear now that a matrix-matrix
multiplication can be computed by
successive outer product operations,
as shown in the following illustration.

11
a=a b= 00]|.
11

a,, a2 @] |bn b by aullbn bi: b)) 1an)iba ba ba} fa.s [bs1 by: by,
@3 G Gy |by bax byy|=laxn +|an + {axn
@y, @y; ay| |by by by a,, ay: as;

Such computations can also be used
to carry out the multiplication of two
arbitrary matrices by appropriate
decomposition and summing.

Since a multiplication between two
single bits is equivalent to the logic
operation AND, an outer product
operation can be carried out with a
Magneto-Optic (MO) SLM. In other
words, the row and column electrodes
of the MOSLM can be addressed with
two binary vectors g and b, and the
outer product C can be directly
evaluated.

With reference to the EO architec-
ture of Fig. 1, the grating in the
Fourier plane diffracts the outer pro-
ducts of AB, from the MOSLM, to
form an elementary 2 x 2 matrix at
the origin of the output plane. As an
example, a 2 x 2 elementary matrix
C = AB representation of a 16 x 16
extended binary matrix is seen in the
experimental result shown in Fig. 3.
Thus, a higher order matrix
multiplication can be obtained by
decomposing the matrices into a
number of elementary 2 x 2 matrices
and then performing the basic matrix
multiplication optically.

Symbolic logic processing

Basic optical logic array processing
has been reported recently. Thus, a
programmable optical symbolic logic
processor can be constructed as shown
in Fig. 4. A collimated light is used to
illuminate three cascaded SLMs. The
product of their generated patterns is
then imaged onto a charge coupled
device (CCD) area detector. The out-
put CCD data are then fed to elec-
tronic ““OR"’ circuits, before being
stored in a high speed memory
subsystem.

As an example, a binary input pat-
ten A is subdivided into N X N small
regions called *‘logic cells.”” To per-
form the logic operation, the value aj;
(0 or 1) of each ijth cell are encodeé
with binary patterns, as shown in the
top row of Fig. 5 (a). We then utilize
a 2 x 2 pixel of the SLM for each
logic cell. The other binary input pat-
tern B is encoded in a similar manner,
as shown in the bottom row of Fig.
5(a). These encoded binary patterns
can be generated with a microcom-
puter memory subsystem. The
encoded patterns of 4 and B are then
written into the SLM1 and SLM2,

respectively. Since SLM1 and SLM2
are closely cascaded, the combination
states of ajj and bjj are represented by
the patterns shown in Fig. S(b) A
logic operation in one channel is also
represented by a 2 x 2 pixel pattern
of the SLM3. (a,8,v,8) represents the
switching states (0 or 1) of the pixels
of a logic mask as shown in Fig. 5(c).
Thus, the combinations of these 2 x
2 pixel logic cells would provide a total
of 16 logic gates.

A CCD area detector is used to

Memory
and
Inlerfoce

Fig. 4. An Electro-Optical Symbolic
Logic Processor.
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Fig. 3. Matrix Multiplication.

transform the optical signal from
every pixel (after the light passes
through the cascaded SLM) into ar-
rays of electrical signals. The four pix-

,el signals of a logic cell can be com-

bined with a Transistor Transistor
Logic (TTL) ““OR" gate. Thus, a
logic operation resulting from a logic
cell can be expressed as

= a(al./bl./) + B(al./le) +
'Y(aubu) + 6(a1Jbu)

where +
operations.

The spatial representations of the
sixteen logic gates and the resulting
patterns are shown in Fig. 6. Since the

stands logic ‘‘OR”

Microcompuler
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Fig. 5. (a) Encoded Input Patterns.
(b) Product of the Input Pattemns.
{c) A Logic Mask.
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Fig. 6. Representation of the Sixteen Logic Functions.

final result of c;j is represented by an
electrical sngna{ it can be directly
stored in the memory subsystem,
which can be used in the next cycle of
operation.

It should be noted that the com-
binations of the 16 logic functions are
the fundamentals of the arithmetic
operations of a digital computer. It is

' obvious that the proposed technique
has the ability to perform the
arithmetic operation of two input
patterns.

Discrete linear transformations

A discrete linear transformation
(DLT) system represented in Fig. 7
can be characterized by an impulse
response Ampn. The input-output rela-
tionship of such a system can be sum-
marized by the following equation:

n
Em = X flma m=12..m.
n= 1
nek ———e{ hma  f——9mk

Fig. 7. Discrete Linear Transform.

Since the output g,, and input fp
can be considered as vectors, the
above equation can be represented in
matrix form, that is

8o hove hosa ho,y2

g. h| 0 hlyl hli)

8 |= A A hi,a
Bm-1 hm-10

or abbreviated as,

@/ = [AmJUn),

where [Apm, n] is known as a
transform matrix. Thus, the different
DLTs would have different
transform matrices. We shall now
illustrate a few frequently used
DLTs.

Discrete Fourier transform (DFT)
The DFT is defined by
n-1

1
Fn = 'l; ngofn

ex_'.i_zlm,
pl=g" ]

0sm=<n-1,

24

where hm,n = expf -i2xmn ] is also

known as the transform kernel. To
implement the DFT transformation
in an electro-optical processor, we
shall present the complex transform
matrix in real elements. The cor-
responding real transform matrices
can be written as

R, lhm,n’ = cos [ ___N_Zrmn 1
and
Imlh,, ] = sin [ 2¥77 ],

which are the well-known discrete
cosine transform (DCT) and discrete
sine transformation (DST).

Discrete Hilbert transtorm (DHT)

It is well-known that the relation-
ship between the real and imaginary
parts of an analytic signal can be
described by the Hilbert transforma-
tion. The elements of a discrete
Hilbert transform (DHT) matrix can
be written as

25 sintx(mn)/2)
hmn =) = (m-n)
0, m-n,0,

m-n=20.

Discrete Chirp-Z Transfarm
(DCZM)
Another frequently used linear

h.lﬂ- 1]
m 1,n-) ] [fn-

transformation is the Chirp-Z
transform, which can be used to com-
pute the DFT coefficients. The
clements of the DCZT transform
matrix can be written as

hm,n = explix(m - n)’/N]

We note that this type of shift-
invariant transformation, as well as
other types of DLTs, can be im-
plemented by an electro-optical pro-
cessor with a systolic array process-
ing technique.

Since the discrete lin=ar transfor-
mation can be viewed as the result of
a matrix-vector multiplication, the
systolic array processing architecture
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Fig. 8. An Electro-Optical DLT Processor.

can be used for the implementation
of a DLT. Thus, by combining the
systolic array processing technique
and the two’s complement represen-
tation, a DLT can be performed with
an electro-optical processor as shown
in Fig. 8. This technique has a high
accuracy and low error rate process-
ing capability. And it is compatible
with other digital processors.

An example of a DLT using the
systolic array processing technique is
illustrated in Fig. 9. In Fig. 9(a), a
three-sample points discrete cosine
transform (DCT) matrix is encoded
in the two’s complement form, and
multiplied with an input vector using
the systolic array method. A discrete
sine transformation (DST), carried
out by the systolic array method, is
shown in Fig. 9(b). Thus, by combin-
ing DCT and DST of Figs. 9(a) and
9(b), a discrete Fourier transform can
be obtained.

Concluding remarks

Since MOSLM can be addressed in
patial parallel mode, the whole frame
pattern on MOSLM can be switched
in a very rapid manner: for example,
6.4 us for a 64 x 64 MOSLM; 51.2
ps for a 512 x 512 MOSLM. By
utilizing a high speed memory sub-
system with a specially designed inter-
facing circuit, (the technology is
availablc) a relatively slow microcom-
puter can be used to manipulate the
parallel operation of the MOSLMs.
This is known as a single instruction
multiple data (SIMD) operation. In
addition, with the introduction of a
microcomputer into the system, a
man-machine communication link is
also provided. To generate the systolic
array formats rapidly, a table look up
structure is suggested. After the time

DECEMBER 1987
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integrating CCD detector, a high
speed analog to digital converter
(ADC) and a serial-parallel defor-
mater would be used. Thus, by ex-
ploiting the programmability of the
computer, various linear algebraic
operations can be performed with this
hybrid optical architecture.

Finally, by exploiting the efficient
operation of optics and the program-
mability of electronic computer, it is
the author’s belief that hybrid optical
architecture would be the logical ap-
proach toward modern optical com-
puting. However, much remains to be
done in the development of electro-
optical devices before the hybrid op-
tical computing can become a
widespread practical reality. We hope
this article will stimulate interested
readers to produce more imaginative
hybrid optical computing applications
in the future.

Read more about it
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L. M. Woody, “Fully parallel,

high speed incoherent optical
method for performing discrete
Fourier transforms,”” Opt. Lett.,
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® D. Casasent and M. Carlotto,
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array processing using an iterative
optical matrix-vector processor,”’
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Acronym Conversion Table
ADC — analog to digital converter
CCD — charge coupled device
DCT — discrete cosine transformation
DCZT — discrete chirp - 2 transformation
DFT — discrete Fourier transformation
DHT — discrete Hilbert transformation
DLT — discrets linear transformation
DST — discrete sine transformation
€0 — electro-optical
LED — light emitting diode
MO — magneto-optic

MOSLM — magneto-optic spatial tight
modulator

SIMD — single Instruction muitiple data
SLM — spatial light modulator

TTL — transistor-transistor logic
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This paper describes the methods of implementing an optical half-adder and a full adder utilizing programmable liquid crystal
televisions (LCTV). The concept of constructing an optical full adder is based upon the realization of an optical read-only-
memory (OROM). An experimental demonstration of binary number addition performed by an optical haif-adder is given.

1. Introduction

Prior to our discussion, we note that the optical
binary adder, when used in digiial optical comput-
ing, is a basic part of the central processing unit
(CPU). Methods of making an optical half-adder and
full adder have been proposed by several investiga-
tors in the past few years [ 1,2]. Having already built
a 4-bit haif adder, Lohmann and Weigelt have pro-
posed a 1-bit full adder that is based on the spatial
filtering technique [1]. In order 10 implement a 1-
bit half-adder, Khan and Nejib [2] have proposed
an optical structure that employs crystal switches. In
addition to these, we have recently proposed a
method that performs XOR logical operations uti-
lizing liquid crystal televisions (LCTV) [3]. The
XOR logical operation is in fact a key operation in
a binary adder.

The basic difference between a half-adder and a
full adder is the carry-transmission. A 1-bit half-ad-
der, however, does not require carry input. If tv  bits,
A, and B, are added together, the half-adder would
produce asum S,, and acarry C,, |, i.e.,, $,=A,®B,,
C.+1=A,B,. In a I-bit full adder, three inputs, C,, A,,
and B,, would also produce a sum and a carry, i.c.,
S;=A®B®C,and C,.,=(A,9B,)C,+A,B. Ina
n-bit full adder (n> 1), the carry is transfered bit by
bit from the least significant bit (LSB) to the most
significant bit (MSB). We stress that the main dil-
ficulty in building an n-bit optical full adder lies
within the realization of carry-transmission. To

overcome this problem, the optical read-only-mem-
ory (OROM) is introduced.

In this paper, we propose a multi-channel optical
half-adder using LCTVs. This optical half-adder is
capable of performing the XOR, AND, NOT, and
OR logical operations. An experimental demonstra-
tion of the proposed half-adder is provided. Finally,
by introducing an OROM to the system, we can re-
alize a 2-bit optical full adder.

2. An optical half-adder

The logical operations of a half-adder produce a
sum S, and a carry C,+ | such as

SI=AIeBI' (l)
C,¢|=A,'B,, (2)

where A, and B, are the input bits. Since XOR and
AND operations are required in a half-adder, they
can easily be implemented wigh LCTVs as shown in
fig. 1. In the optical system, two microcomputers are
used in order to produce the image patterns for A
and B onto two LCTVs. Two LCTVs perform the
XOR operations with the polarization logic in which
the logical “0's™ are encoded in horizontal polari-
zation while the logical *“I's™ are encoded in vertical
polarization. To perform the XOR and AND oper-
ations in parallel, it is required that pattern B is writ-
ten twice (e.g., B, is the extra copy of B in fig. 1).

0030-4018/88/$03.50 © Elsevier Science Publishers B.V.
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Fig. 1. An optical setup for 4-bit paralle! half-adder: A, B, inputs: M1, M2, mirrors; PI, P2, P3. polarizers.
The sum, S, produced by the LCTVs is directly de- -—
PP Y y XY=XaY. (3)

tected by an analyzer. The intensities of patterns A
and B can be combined together to perform the log-
ical operation OR, which is basically performed in
the intensity logic. We note that a polarizer set in the
contrast reverse mode can be used as a NOT gate.
Therefore, an AND gate can be implemented with
the optical structure shown in fig. 2. In this structure,
the DeMorgan's Theorem is applied, such as,

In the experimental demonstrations, we used four-
channel half addition in parallel. We have chosen the
following values to reflect the general case.

A|=0. Az=l, A,:l, A‘=0‘
B,=0, B;=1, B;=0, B,=1.

i 000

P COMBINED PRISM P E_
1 00 1 !

Fig. 2. An "AND" logical gate using three polarizers: X, Y, inputs: Z, output; P1, P2, P}, polanzers.
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Fig. 3. An experimental demonstration of an optical half-adder: A, B. inputs; S. sum; C, carry

Consequently the output data would be, The results obtained, which include two input pat-
terns and two output patterns, are shown in fig. 3.
Si=0, $;=0, S;=1, Si=1; (6) Note that the distance between two LCTVs should
C,=0, C,=1, Cy=0, C,=0. %)) satisfy the following inequality condition [3]:
Cln

S —— rovED waLr_sooe j PR— :J:[ss

OVERPLOV
Cn ogTECTOR

Fig. 4. A block diagram of an a-bit full adder.
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z<dA, (8)

where z is the distance between two LCTVs, d is the
width of a square resolution cell, and 4 is the wave-
length of the light source. In our experiment, a He-
Ne laser oscillating at A=632.8 nm is used. Since the
resolution of LCTV d=370 um, we set the distance
between the LCTVs to about 20 cm (see fig. 1).

Although 15x 20 pixels were used to represent 1-
bit data in our experiment, fewer pixels, as small as
one pixel in 1-bit, can be used in this experiment. To
reduce the coherent artifact, a white light source can
be used in the system [4].

3. An optical full adder

To add the new carry-in to the inputs of A and B
at the LSB, the n-bit full-adder should have the ca-
pabilities of performing the carry-transmission (be-
tween the successive bits from LSB to MSB) and of
detecting the overflow errors. For an n-bit full adder,
S, and C, can be obtained by the recurrent equations,

§S,=A,®B,8CC, , (9
CC:+|=(A1@B:)'CC:+A:‘B: ’ (lo)

where SS, represents the ith sum bit and CC, denotes
the ith carry output bit of a full adder.

OPTICS COMMUNICATIONS

1 January 1988

The simplest means of implementing a full adder
is to feed the carries bit by bit. This, however, is not
an easy task to perform when using an optical pro-
cessor. Nevertheless, with the addition of an OROM,
an optical processor can perform the carry trans-
mission, as proposed in fig. 4 and fig. 5. In other
words, the OROM can allow a full adder to perform
addition in parallel without feeding carries. We fur-
ther note that an OROM is a digital logic device that
can be implemented with any binary logical function.

In a 2-bit full adder, the sum SS and the C,,, can
be produced by S, and C, that have been obtained
from the output of the improved half-adder. Let us
now state the following relations:

SS,=A,®B,®C,, =S, .
CC,=8,-C,,+A, B, =8,-C,, +C: .
S8, =$,®CC, =8, CC, +5,-CC, ,
Cou =55, Cn+C; S, +C, .

(rn
(12)
13)
(14)

where A, and B, are the input patterns, C,, is the carry
input, S, and C, are the ith output sum and carry ob-
tained from the improved half-adder, and C,,,,, is the
carry output of the full adder. We stress again that
the relations (11)-(14) can be implemented with an
optical processor using an OROM, as shown in fig.
6. The logic diagram for this setup is illustrated in
fig. 7.

MSB  LSB
DT cARRY IN = 0 (1N SAME POLARIZATION AS SOURCE LIGHT)
[Tt T=} CARRY 1& « | (IN VERTICAL POLARIZATION WITH SOURCE LIGHT)
TLLUMINATIVE LIGHT ] M l
WITH CARRY INPUT ___ _ l s
s
LICHT SOURCE
L‘ J
A 1 — P
v 4
| | .

Cin

Fig. 5. An improved half-adder.
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Cin CC2,

(a)
$S2

(b)

sz]

sl

cc2 | ss2

[*4

Fig. 6. Optical Implementation of an OROM for sum bit and carry out. (a) Sum bit SS,. (b) Carry out C,,,.

Overflow errors occur whenever the addition of
two numbers results in a sum which is too large or
too small 10 be represented by n bits. Consequently,
the detection of overflow errors is required for a full
adder. This is done by utilizing the well-known rules,
for an unsigned number,

E=C.. ., (15)

Cout

(s)
(4]

and for a signed number,

E=Cnecn¢-| ' (16)

Cin where E=0 and E= indicate overflow error and no
overflow error respectively.
Thus, in a 2-bit full adder, we would have,

$2

E=CC,®C,, =CC; C,,, +CC;-Cop, - (7

€2

(3] . Fig. 7. A logic diagram of an OROM for sum bit and carry out.
(a) Sum bit §S,. (b) Carryout C,.,,,.
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cc2

Cout

(a)

cc2 | |

Couc

(®)

Fig. 8. An overflow detector sysiem. (a) Logical diagram. (b)
Optical implementation.

This logical operation may be performed by an op-
tical processor using an OROM, as proposed in fig.
8.

4. Conclusion

We have demonstrated a method of building an
optical haif-adder using a programmable LCTV. An

31

experimental demonstration shows that a 4
addition can be obtained. This result shows
eral case for an optical half-adder. The op1
adder can be casily extended to perform |
rays-number addition, by simply changing

puter program of the microcomputer. We ,
no extra coding procedure is required in the
der, since the number was automatically en
the LCTV. To extend a half-adder to perfo
adder operation, we introduce an OROM

transmission and overflow error detection
tical architecture of a 2-bit full adder using as
is also proposed in this paper.
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[ JEVN- VI AR E S

1. INTRODUCTION

Symbolic substitution was originally proposed b t{uang! as
ameans ol ntilizing the parallclismof optic- ~ _rlorm digital
computing. Some possible implementauon- of symbotic sub-
stitution have been demonstrated b Sr - eretat. 23 saoet
al..* and Casasent and Botha.? Reer .y, we proposed two
methaods tor the optical implemeatation of symbolic substitu-
tion® based on (1) a two-sterr Yander Lugt filter, which was
also pointed out by Casa-_at and Botha’ and was applied by
Pack and Psaltis.” and (2) one-step holographic associative
menories.”-$ 1n this naper, we demonstrate the experimental
verilication of symoolic substitution using one-step holo-
graphic associalive memorics.

2. BACKGLOUND

Unlike Boolean logic, symbolic substitution recognizes not
only a combination of bits but also their relative tocations !
‘The output is not just a single bit but rather a combination of
bits positioned in a particular manner. Figure I(a) is a sche-
matic dingram ol symbalic substitttion logic. Symbolic sub-
stitition is essentinlly a combination of recognition and
s ‘hstitution phases. 1herefore, optical associative memories
may be applicd (o construct 4 symbolic substitution logic
system. b this system fogical 1 and logical O e encoded in
certain spatial patterns. lor cxample, the logic patteras

Invited Paper SP-100 reccived Nov 14 1987, revised manuscript received
Do 20 19%7: accepted for publicmion Dec. 20, 1987 reccived by Managing
Fdivor San 211988 Portions ol this paper were presented s papee 883-15 a1
the SPIE conlerence Holographic Optics: Design and Applications, Jun.
1Y 14 198K 4 os Angeles, Calil Fhe paper presenicd there appears (unrcl-
erced) in SPHE Procecdings Vol K81

O 19K Sixicty of Iheto-Optical Insirumentation Engincers.
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shownin Fig. 1(a) may be encoded into the patternsshown in
Fig. 1(b). This has the advantage of distinguishing logical 0
and a void space having no information.

The basic experimental setup is depicted in Fig. 2. A joint
Fourier transform hologram of an input and an output
pattern is first recorded as shown in Fig. 2(a). The output
pattern is then generated opticatly by illuminating the holo-
gram with the input pattern in the optical setup <hown in Fig.
2(b). To perform a Boolean aperation, the AN function, lor
instance, four associative memories are required, correspond-
ing to four possible combinations of two inputs, 1his tech-
nigue diflers from the truth-table look -up optical processor ® 0
which basically applies the interferometric subtraction
technique.

3. NONLINEARITY REQUIREMENT

RBotha, Casasent,and Barnard ! pointed out that acontradic-
tion would be presentif a lincar hologtaphic filter were nsed to
perform nonlinear logic operations 1o show this, we consider
the symbolic substitution for the AND function, With the
four possible inputs denoted as 1,,(x,y), Ty (x.y) Vj(x.y),
and 1,,(x.y), the four AND outputs are

Ogl(x.y) = Oplx.y) = O,lx.y) = reroix.y) .

(n

0,,(x.y) one(x.y) .

where zero(x.y) and one(x,y) are the pattcrns representing
binary numbers O and |, respectively The input spatial func-
tions are composed of the following:

lw(X.y} = rero(x—a, . y=b,) + rero(x—a,.y—b,) .
ly(x . y) = rerolx—a, y~b) + one(x—a, . y-h} |
Lolx.y) = onc(x—a  y=b,) + serofx—a,.y-bh,) . a
1 (x.y) = one(x—a,.y=b) F onefx-a,,y-h,) .
where (a, . b)) and (a,.b,) are the positions ol the lirst and

second input bits. Considering the holographic (iltering as a
linear system, it is seen that

hdx.y) = Lt y) + 0,0x0y) — L (xy) . [R1]
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Fig. 1. (s} Schematic disgram of symbolic substitution logic. {b) Log-
Icsl 1 and logical O encoded into certein spatial patterns.
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coLLmares
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__.Jra

(sl
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coLinares
LASER 3ea
i
[y
—_t - ] o ! s $—

(b}

Fig. 2. {e) Recording of joint Fourier transform hologrem of sn input
and sn output pettern. (b) Reconstruction af output from sn ssso-
cisted Input pattern. Input pattern is eiso observed in the output
plane due to the dc term of the hologram.

and the corresponding output must be

Oy (x.y) + O,(x,y) = Opg(x,y) = zeto(x.y) , 4
which is contradictory to the logic output

0,,(x,y) = one(x,y) . (81}

To overcome this problem, the system as a whole must be
nonlinear. We conducted the experiment in the same spirit as
those of Refs. 5. 7. and 11 and the first method described in
our previous letter,* that is, as a process of independent multi-
channel correlations.

4. EXPERIMENT

We used photographic film as the input transparency. Nine
pixels were required to encode one bit, as depicted in Fig. 1{b).
The patterns representing | and 0 cannot be orthogonal since
the orthogonality will eliminate the association of two pat-
terns. In other words, the two patterns must have overlapping
spectra in the Fourier plane in order to yield a good holo-
graphic image.
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Fig 4. {s)Inputpatiernsuperimposad with acrnss Ronchigrating in
the spatisl modulstion tachniqua. (b} Holngrantindicntas that multl-
ple spectra occupy the four quadrants of the Fourier plane.

We implemented a half-adder. in which sum (XOR func-
tion) and carry (AND function) are performed simuita-
neously from the same data This is an cxample of the
realization of multiple-instruction multiple-data (MNINi)
architecture utilizing the paraticlism ol oplics T our combina-
tions of input and the corresponding output combinations of
sum and carry are illustrated in Lip v Lo implement four
associntive memorics in a single hologim, we applicd the
spatial modulation technigue. ' in which an additional crass
Ronchi grating was cuperimpoced with the input pattein to
give multiple carrier frcquencies, as shown schematically in
Fig. 4(a).
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Fig. 8. Experimental result of 1+ 1 hall-sddition.

In the synthesis of the holographic filters, a mask was
cemployed in the Fourier plane such that each input combina-
tion occupied only one quadrant of the Fourier planc, as
depicted in Fig. 4(h). this multiple-spectrum configuration
enhances the dynamic range of the halographic filter.? It is
important 10 note that this multiple-spectrum configuration
mary also approach nonlincaiity since it is very common 1o
ohtain slightly dilferent bandwidths for dilferent associative
memorics. In the linal stage. a video maonitor sysiem was
applicd in the system to detect and theeshold the hologram-
gencrated outpat,

A set of experimental results is shown in Fig. 5. These
direet associntions were obtained using only one uncosvered
guiasdrant ol the hologriam for cach association. 1o perlorm
piaralic) hall-addition, the entire hologram was uncovered. An
example of paratlel hall-addition, i.c , st and carry obtained
in paralicl, is shown in Fig. 6. Both Figs 5 and 6 were taken
lram the video momitor alier threshobkding. Afthough cross-
correhtion still exists, the dominant outpult is the correct logic
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Fig. 7. Exparimental result showing the association batween four
Inputs with a filtar of 040 Only one rniminant output pattarn was
observed. as was expacted (carry = 0, sum = 0).

pattern Phus, itis scen from the experiments that the whole
system is nonlinear | or comparison, Fig. 7 shows the output
when lour input combinitions are associated with only one
memory (only onc quadiant ol the hologram)  The input
associated with the filter produced the domimant output
pattern.

S. DISCUSSION

Theahsence of the contradiction of lincarity can be e xplained
in the following discussion For the case inwhich the input is
1,0 y) a guacter of the inpuat encrpy {assiine ) will he
incident onthe guadiant associated with 1 (x,v) The output
Oy, (x,y} will have a total intensity of "o o I that is

N |
J‘ [0, tx. 91l dxdy = ok (6)

where a is the encrpy dillraction efticiency of the hologram
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A quarter of the input energy (Y4E) also will be incident on
the quadrant associated with Iy, (x,y). Since I,,(x.y) =
Inr (X, ) + Lip(x,¥) — lgo(x.y) {Eq. (3)], the output (rom this
quadrant is Op,(x,y) plus the noise N(x,y) coming from the
crossialk between 1,,(x,y) and 1y, {x,y) and between lya(x,y)
and Iy, (x.y). Therelore, the output pattern O, (x,y) will have
a total intensity lower than Y4 a E. It is seen that

|
f 10g1x.y) + N(x,y)| dxdy = i°E. (n
Thus
. '
J:flo,,(x.y)l’dxdy <ZeE. ()

The other two quadrants follow the same analysis. We may
conclude that the output pattern Ogy(x.y) + O4(x.y) —

 Ong(x,y) = zero(x,y) {Eq. (4)] generated from three quad-

rants always has lower intensity than that of the output pat-
tern Oy, (x.y) =one(x,y)[Eq.(5)] directly generated from the
quadrant associated with I,,(x,y). Thus, a thresholding pro-
cess can be applied to hardclip the total output pattern and
result in a clean pattern Oy (x,y).

6. CONCLUSION

We have demonstrated an experimental procedure to imple-
ment symbolic substitution logic using one-step holographic
associative memories. In the experiment, a spatial moduliation
technique was applied. The spatial modulation technique
gives more flexibility in the filter synthesis than the multiplex-
ing technique since the hologram has a limited dynamic range.
It is seen that the constructed system is nonlinear. A very
simple example of MIMD operation, i.e., parallel haif-addi-
tion, has been shown. Utilizing real-time spatial light modula-
torssuchas LCLV,LCTV, MOSLM, etc., a [ull addition may
be realized by multistep substitution.! If the final cross-corre-
lation can be totally eliminated, the proposed one-step holo-
graphic technique may be superior to the pinhole sampling
technique,’ since the one-step technique is fully space
invariant,
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1. INTRODUCTION

Acousto-optic (AQO) signal correlators have been of particular
interest in such applications as matched filters, ambiguity
function processors, and spectrum analyzers,!-4in which real-
time processing is indispensable. A variety of architectures for
signal correlators have been developed. These architectures
can bhe catcgorized into two basic types: multiplicative and
additive.’ In the multiplicative type, the laser beam is sequen-
tially modulated by two successive AQ cells and detected by a
photodetector array. In the additive type, the laser beam is
spht into two paths, cach of which is singly modulated by an
AQ cell and combined on a photodetector array where
synare-law mixing takes place.

This paper proposes an architecture for a real-time space
integrating correlator bascd on the optical joint transform

PPaper 2379 received Feb. 5. 1987, revised manuscript received Feb 3. 1988:
accepied (or publication Feb. 3, 1988: received by Managing Editor Apnil 19,
1988.

© 1988 Socicty of Photo-Optical Instrumentation Engineers.

36

correlator. Two parallel on-plane AQ cells are emploved Lo
convert electrical signals into acoustic strain ficlds. A trans-
form lens produces the joint transform of the aptical pattern
induced by the acoustic strain fields. A square-taw converter,
e.g., a liquid crystal light valve (LLCLV). can extract the joint
transform power spectrum. The inverse Fourier transform of
the coherent readout of the square-law converter provides the
cross correlation of input signals.®-*

Since two AO cells are on the same plane, the proposed
architecture can be impiemented in a compact system. By the
addition of an adequate number of AO cells on the input
plane, this architecture can be easily extended to a system that
yields more than two cross correlations. Lhisfeature isimpor-
tant for digital communication in which diffetent waveforms
are uscd to represent dilferent messages.

2. THEORY

Optical setup of the proposed correlator is chown in Fig. 1.
Figure 2 depicts the gecometry of the input plane. Lwo AO cells
(AQ, and AQ,) with dimensions a and b arcinserted inthe input
plane with centers at (a/2, h/2) and (a/2. —h/2). Both AO cells
are operating in Bragg regime. Narrowband input signals s,(t)
and s,(1) induce acoustic strain fields in AQ cells. We assume
that the complex wave amplitude transmittance functions of
AO,and AQ,areg,(x,y —~h/2, Qanugy(x,y +h/2 ) respec-
tively, where x and y are the spatial coordinates along and
perpendicular to the axis of acoustic wave propagation, his a
separation between two AQ cells, and t denotes time.
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Fig. 1. Optical estup for an scousto-optic signal correlator. AQ, and
AO,—cslis: L, and Ly—transform lenses: L, and L‘—magnl‘ylno
fenses; S—square-law convodov. BS—beem .pmm
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Fig. 2. Geometry of 8 two-cell system.

Two input signals s,(1) and s,(t) can be represented by®

5,(1) = a,()cos[at + &,(t}]

=3m+3m . ]
$;(t) = a,(cos{wt + &,(1)]

=3,() + 130 . bl
where
L = %i.mexp(iw . o
L) = %i,u)expuw«) . 4
3,10 = a,(explja, (1) . 3
i, () = a,(Vexp(je, (1) . (6)

Here &,(1) and 4,(t) represent complex envelopes of s, (t) and
s,(l), respeclwely, &, (1) and ¢,(1) represcn( phases. and wis a
carrier frequency. The superscripl asterisk represents the
complex conjugate. The terms 3, (1) and 3,(1). having no nega-
tive frequency component, are lhe analytic signals associated
with 8,(1) and s,(t). The two terms of Eqs. (1) and (2) corre-
spond to the downshilted ( — 1) diffraction order and upshilted
(+1) dilfraction order. Either downshifted or upshilted dil-
f{raction order can be observed in Bragg regime.* In the follow-
ing discussion, the downshifted components§,(t) and 3,(t) are
assumed.
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Takingtheinputend ot AQ cells asthe origin ol the x-axis.
g{x.y.t)and g2 (x.y . 1) can be written as

° X
g(x.y.1) = exp [ivi. (! - T)] wix.y) . th

’ 3
gy .t} = v:xp'_iyt: (1 - ‘—)J wiv. ), 3]
where
Il V<< b < b
€Sx<€a, - <y = - -
FTTEYE)
wix.y) = 9

0  othecrwise .,

yisthe modulation depth, and vis sound velucity in AQ cells.
For small y. Eqs. (7) and (8) can he approximated by the
following eyuations' *:

x

[I +jy§,(l-'7)]“(‘.)l . (1
. x

[l +1y€,(l —T)]\\(LH (rh

Thetirsttermsinthe brackets of Fas (10yand (1) correspand
to the undiltracted (de or zero) orders. Since de components
arc climinated by spatial filtering, Eqs. (10) and (1) can be
reduced to

i

g,ix.y.0)

n

8,(1-)’-1)

X
g x.y.) =jy§,(l——\-)“(x.,\) . (A]

x
gix.y. 1) "-jyi.((——)\\(x.\) ty
. v

lwo-dimensional Fouricr spectia of gy 1) and
g (x.v.t)are produced on the tocal plane ol lens 1 The light
distribution Gla. f3) at the local plane can be shown as

(=)o 3]
[ (— i%’!)(;,(n./i.n | cxp(ihsﬂ

Gle.p.) = .9

)(i.lu./kll
[REI

where, 7 denotes the 2-D spatial T otier teainstonm operator
and Gy(a. f.1) and Gyl f5.1) e the Foutier spectia ol
giix.y.Uand gy(x.y 1) respectively

Interlerence fringes will be gencrated by superposition of
Gita. .0 and Gyla. B.1) Lens Lo willmapnily these fringes
onto the squarc-law converter S Fhe intensity distribution i
the output end of the squarc-tvw converter can be written as

IGte. 801 = [Gta.p. 01" + |G g’

+exp(—ihM G (e A NGUe B0
Fexp(hAGite. A NG g0, (s

where the magnification constint is omitted tor simplicity
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The coherent readout of the square-law converter induces a
light licld proponiional to [G(a. A.0]3 Since side lohes of
Glar. [J.l)r! are negligible, o circular spatial tilter in front of |
lens 1.y, which extracts interlerence fringes around the main
lobe of | Gi(r. B.1)]2, can be employed 10 reduce the dc level of
the owtput. The transfer function of this spatial filter W'(a, 8)
and its impulsc response w'(x,y) are given by

)

1 &+w<£-
=4

Wie.0) = (16)
0 otherwise
. nd pd )
g ===}
wix.y) o ( 3 (n
where
PFEptgl. {18)

J is the first-order Besscl function of the lirst kind, and d is the
diameter of the circular aperture.

The complex light distribution at the output plane can be
shown as

glx.y.0) = [Ry(x,y, 00 + Ry(x,y . t}+ R ,(x.y — h,t)

+ Ry (x,y + h.t)) » wix,y) . (19)
where
Ryx.y.y) = .f"lG;(a.B.l)G;(a.ﬂ.lH
48 oo
= ff'i(a+x.ﬂ+y.l)g;(a.ﬂ.l)dndﬂ (20

and the asterisk and the superscript asterisk tepresent the con-
volution operation and the comp'~x conjugate, respectively.
Ry, and R,, are the autocorrelation functions that appear at the
arigin of the output plane. R,,and R, are the cross-correlation
terms that are centered around y = h and y = —h, respectively.
We note that these cross-correlation patterns are magnilicd by
lens |, for convenicnce of the observation.

By substituting Egs. (3) and (4) into Eqs. (12) and (13) and
ignoring the window effcct (both w and w’), the intensity
distribution at y = h can be written as

{oo 4o ?
IR(x.0.0] = ffg,(a + x.0.0g a.0.00dad
tes 1]
" . at+xy., a
= y'bh J‘s, (I " )s.. (1 v )dn
tb. " :
! +
= f&'('-avx)‘."’( —i)“
iy !
= 7'6‘ I .,,(——:— |)| : (an
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where
4=
1,ix.1) = f&,(l + a4 3t alda . (22)

Therefore, except for the window function, the cotrelation
peak intensity is proportional 1o the squine value of the cross
correlation of &, and i,

If signal durationis longer than the cell length or the elfect
of w(x,y) is not ignorable, only partial correlation can be
obtained. We note that the cross correlation can be obtained
only il the frame rate of the square-law converter is sulfi-
ciently high. Forexample, il thesignal takes 10 us to fulfill the
aperture of the AQ cell, the necessary (rame rate is about 100
kHz. Unfortunately, with the current stage of technology,
such a high [rame rate is not achievable in existing square-law
converters.

Let us consider the special case where s, (1) = s.(1) =
2Acoswt. This simple case is important for an application to
the particular digital communication system such as the [re-
quency shilt keying, in which the {requency carries the signal
inlormation. The analytic signal of 2Acoswt is given by

3(1) = Aexp(juwl) . 2n
We get the joint transform power spectrum as

H
[Gla. @ = 2y’At|W (" o ”)l

+ exp(—jhp) y'A?

w(n-4 %.n)l’

w(«wﬁ,n)‘,

+ exp(jhf) y'A? .

® ?
= zyxAzl\v (., = ﬁ)' (I + coshp) . (24)
AN aay | bp
W(a.f) = ab exp (—] —) smc(-—)smc(-—) . (25)
2 2n 2n

where W(a. ) is the Fourier transform of the rectangular
window function wix,y). Time variable U is omitied since
|Gta, B, 1)1 is assumed to be guasi time independent. 1he
inverse FFourier transforim of Eq. (24) can be shown as

142 . w
gix.y) = y'Alexp (‘JTP)
X [2R(x.y) + Rix.y —ht + R(x.y + W)} | (26)

where

R(x.y) = wix.y) ® wix,y)

\«a b =1yl IxI<alyl<b.
0 otherwise | 2n

and ® denotes the correlation operation.
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3. THREE-CELL SYSTEM

The system discussed above is easily extended to a three-cell
system where three parallel AO cells (AQ, _,) are placed at the
input plane. We assume that the separation between AQ;and
AO, is h) and between AO, and AQ, is h,. For simplicity, we
neglect the window effect in the following discussion.

Three electrical signals s,, s,, and s, fed into three cells
induce complex wave transmittance functions g,, g,. and g,.
respectively. On the {ocal plane of the Fourier transform lens,
the light distribution is obtained, similarly 10 Eq. (14), as

G(ﬂop'" = "‘P("jhuﬂ)oﬂﬂ-ﬂ-') + G,(a-ﬂJ)

+ exp(jh,0)G,(a,.8.1) . (28)
At the output plane, we obtain spatially separated cross-corre-
lation functions that correspond to each pair of s, s,. and s, at
points (0, th,), (0, £h,), and (0, £(h, + h,)). We note that to
prevent the correlation distributions from overlapping each
other, h, and h, must be sufficiently far apart. The expansion
of the above discussion (o a multicell correlator is apparent,

The three-cell system may be signilicant (or a digital com-
munication system in which two different waveforms are
selected for transmission to the receiver. Suppose that s, and
s, are possible wavelorms to be transmitted and that s, is a
signal received by the observer. Since the intensity of each
correlation peak is proportional to the intensity of the correla-
tion (unction, the received signal can be interpreted by a
simple decision rule,'® such as

chooses, if intensity at (0,h,) > intensity at (0, h,) ,

choose s, otherwise .

A block diagram representation of the correlator is shown in
Fig. 3.

4. EXPERIMENTAL DEMONSTRATIONS

The experiment was conducted with the setup shownin Fig. .
We used an LCLV as a square-law converter. Since the
response time of the LCLV is slow, the system can be made to
operate only (or periodic signals. A pure sinusoidal signal at
frequency 65 MHz was applied to both AO cells as input
signals because the sinusoidal signal makes the experiment
relatively simple. The separation h between two AO cells was
about 15 mm. The aperture dimensionsa =S mmand b =
3 mm were selected to be sufficiently small so that a larger
main lobe can be obtained [see Eq. (25)).
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Flg. 4. Expetimental rrsults’ [a) Written in interlerence fringes,
(b) read-out intreference lringns and (¢} ontput coreelation pesks: the
center spotis the rero-order ditfraction

Figure 4(a) shous the interference frinpes prodoeced by the
phase diltcicnce ol modubited Hpht coming trom hoth cells,
The cosine term of g (24) <hows that the Tonge size is egqual
to Alfh, where 1is the tocal fengeth ol lens U and A is the
wavelength of illumination ipure () shows nderterence
frierges written onto the LOT VY The soadl obligue Tringes in
the background represent interference dae teimternal yeflec-
tions within the LOLY, Since the spatial frequendies of these
fringes are dilfcrent, the internal interterence oo be climg-
nated by spatind filtering Figure ey chowsthe onpuat conee-
lation peaks obtaincd with the setup of ip |

5. CONCLUSION

We have demonctiated an optical architeciare that can be
applicd to acousto-optic space intograting conclation 1 he
correlation peaks corrcsponding to cach paie ol inpat sipnals
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can be read out simultaneously at the output plane with a
CCIY array camera for signal interpretation. The on-plane
strucinre of the proposcd time-signal optical correlator would
enable us to implecment the systemvin a small puckage by using
relatively lew optical components. This system may be appli-
cable to spread spectrum communication as a frequency
hopping signal receiver.
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MFSK SIGNAL DETECTION USING
ACOUSTO-OPTIC JOINT
TRANSFORM CORRELATOR

Francls T. S. Yu and Toshio Nagatla
Department of Eleclrical Engineering
The Pennsylvania State Universiy
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signal detection

ABSTRACT

A multichannel acousto-optic jount transform corrclutor 18 presented
On-plane acousto-optic (AO) cells and a <quare law converter are em-
ploved. The AO cells are driven by frequency mulupleved temporal
signals to produce spunally moduloted signals The gt transform power
specirum is generaied with a squure luw convericr Ry omerse Fourier
trunsformation with a coherent readour, the cross correlunon of impu
signals can be obtained. Since the archuecture van procese widchand
signals, 11 may be applied 10 detect mudnple frequency shufr Aeving
(MFSK) signals.

1. INTRODUCTION

Recently, we have introduced an optical architecture for an
acousto-optic (AO) correlator hased on eptical joint tran<form
correlation {1]. Two parallel on-plane AO cells wete ued to
produce cross cotrelation betueen two temporal signals We
have noted that the proposed system is capable of processing
signals that are modulated by frequency shift keving (FSK)

In this article we il expand the concept for a multiple
AO cell system that deals with multiple frequency signale, <n
that higher communication throughput can he obtained The
proposed multicel. muhifrequency svstem i< suitable for the
application ol dectecting multiple  frequency shift keying
(MFSK) communication signals




2. ARCHITECTURE

Figure 1(a) shows a schematic diagram of an acousto-optic
joiat transform correlator (AJTC). This system consists of an
array of AO cells at the input plane and a liquid crystal light
valve (LCLV) which acts as a square-law detector for the
composite Fourier to power spectrum conversion. The geo-
metrical locations of the AO cells at the input plane are
depicted in Figure 1(b). One of the AO cells, which is referred
to as a reference cell, is driven by a local reference signal
5o(t). We assume N — 1 number of signals s,(1), received
from a communication path, are fed into the other N - 1 AO
cells, which are called signal cells. If all the signal cells are
equally spaced on the right-hand side of the input plane, the
reference cell would be placed on the left-hand side at a
distance Nh apart from the optical axis, where h is the
spacing of the signal cells. Thus, the cross correlations among
received signals would be diffracted within a distance (N ~ 2)A
from the optical axis, while the cross correlation between
reference and received signals would be diffracted away from
those undesired correlation spots.

Now assume that the input signals s,(r) are narrowband
signals, which can be decomposed into the sum of two ana-
lytic signals

s, () =5,(t) +352(1) n=012,...,N-1 (1)
The corresponding transmittance functions of the AQ cells
can be approximated by (2]

8. x, y. 1) = j¥i, (1 = x/v)w,(x. y)

n=0,1,2,....N-1 (2

where y and w,(x, y) are the modulation depth and the

Input L,
plane
sp-1(t)

s,

Coherent
light

L

80

window function of the AQ cells, respectively. Note that the
window function represents not only the aperture size, but
also includes the uniformity of illumination, misalignment
factor, and roughness of the crystal. Thus, the light distribu-
tion emesging [rom the AO cells can be written as

e(x, y,0) = go(x, y+(N-1)h,1)

N-1
+ ) g(x,y—h(n-1)1)

(3)

The Fourier transform of the above equation, through a
transform lens L,, can be projected onto the input end of a
square-law converter (i.e, LCLV). The lens L, was used to
magnify the joint Fourier spectra, such that the interference
fringes would be within the resoiution limit of the LCLV.
Since the readout light field of the square-law converter is
proportional to the square modulus of this Fourier transform,

we have
M 2
[E(a,B,0)|" = ¥ |G.(a.B,1)]
n=0
N-1
+ L Go(a,B.1)G(a.B.1)
ne=l
xexp| jA(N + n = 2)]
N-1
+ ¥ Gg(a,B.1)G(a,B.1)
A=1
xexp[ —jh(N + n - 2)]
N-1N-1
+ ¥ ¥ G(a.B.0)G2a.B.1)
A=l m=1
xexp| —sh(n ~ m}] (4)
Output
s Coherent Ls plaze
light »

S
0.

o N

8s F

- SN-2 SN-)

|
s

]
Y

Ty

o= h = b n =

f————— (N - 1) x A —————fe—— (N - 2) x A ——

z (b}

Figure ¥ (a) Muhicell. multifrequency acousto-optic joint transform correlator: AQ, . . acousio-aptic cells. [, and 1. trandorm lenses,
L, and I.,. magnification lenses: S. square-law converter: BS, beam splitter. F. spanal filter: G. grating (b} The input plane geometny of the

multicell svstem
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where G, (a, B, 1) are Fourier transform of g,(x, y, 1).
The complex light distribution at the output plane would
be

N-1
e(p.q.1) = ZOR..(p.q.t)

N-1

+ z Ro. (P g+ h(N +n-2),1)
A=l
N-1

+ L Ro(p.g—h(N+n-2),1)
nel
N-1N-1

+ L LR (pg-h(n-m)1) (5

Aa=1 m=1

where

Rum(piq.1) = f_*:f_*:z,(a +p.B+4q.1)
Xgn(a,B, 1) dadp (6)

The first summation of Eq. (5) represents the autocorrelation
terms of the input signals, which are diffracted at the origin of
the output plane. The second and third summations corre-
spond to the cross correlations between the reference and the
input signal terms, which are diffracted in the vicinity of
(0, £A(N + n — 2)). These correlation spots can be separated
if the spacing h is sufficiently large. The last summation
represents the undesired cross correlations of the input sig-
pals, which would be diffracted within the distance (N — 2)A
from the optical axis. Notice that these terms are separated
from the desired reference to input signal correlation spots.
Also note that the correlation spots from the second and
third summations represent the frequency content of the input
signals, if they match the reference {requencies. The position
of each correlation spot indicates that the signal cell bas the
same frequency components as the reference cell. Because the
frequency components are diffracted to the same correlation
spots, the actual temporal frequencies cannot be determined.
To overcome this problem, gratings of different spatial
frequencies are added behind the square-law converter as
shown in Figure 1(a). A linear array of bandpass spatial filters
were also introduced to reduce the zero-order diffraction com-
ponent. Since the AO cells diffract incident light at different
angles, a series of Fourier spectra along the vertical axis can
be obtained. If a signal contains one of the frequency compo-
nents of the reference cell, linear interference fringes would be
produced in the corresponding Fourier spot, which determines
the horizontal location of the output correlation spots. The
gratings behind the square-law converter will separate the
superimposed correlation spots in the vertical direction. One
of the possible arrangements of the output correlation spots is
shown in Figure 2. The correlation spots within the dashed
box represent the frequency content of the input signal cells.
Two experimental demonstrations using the three AO cells
were conducted in our laboratory, where the center cell was
used as the reference signal. In the first demonstration, a
signal with frequencies of 50 MHz and 49.75 MHz was
applied to all the AO cells. Circular spatial filters 4 mm in
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Figure 3 Experimental results for a three-cell svitem  (2) Output
correlation spots obtained with matching two frequencies (b Output
correlation spots obtained with matching one of the frequencies




diameter and grating frequencies of 4 and 8 lines/mm were
used in the experiment. For convenient illustration, photo-
graphic film was used as the square-law converter. Figure 3(a)
shows the four output correlation spots obtained with this
experiment. In the second experimental demonstration, signals
of 50 MHz and 49.75 MHz were respectively applied to each
of two signal cells. Output correlation spots corresponding to
each of the applied frequencies are shown in Figure 3(b). The
{requency content of the signal cells can be ideatified.

3. RECEIVER CONFIGURATION

Since efficient diffraction by the AO cell occurs at the Bragg
angle, the signal should be implemented around the Bragg
frequency. The incoming wideband signal is divided into small
subbands that fit into the bandwidth of AO cells. The center
frequency of each subband is then translated to the Bragg
frequency before being input to the AO cells. We assume that
there are N - 1 signal cells and that each subband has M
frequency-division channels. Then the system can deal with
M(N - 1) chanoels simultaneously.

A block diagram of the proposed receiving system is jl-
lustrated in Figure 4. The first frequeacy converter selects the
appropriate commumcation band, and demodulates the signal
10 the intermediate frequency which is the Bragg frequency of
the system. The secondary frequency converters are used to
ranslate the center frequency of the subbands to the ap-
propriate Bragg [requency of the AO cells. After bandpass
filtering, these signals are fed into an array of AO cells.
Output correlation spots can be read out by photodiode array
detectors. By passing these detected correlation spots through
a thresbolding logic network, the highest probable ceceived
signal can be displayed at the system output. The basic
bottleneck of the proposed sysiem is the square-taw converter

RF amplifier
bandpass fited

Frequency
converter

(eg., LCLV), in which the response time is in the order of
milliseconds.

4. CONCLUSION

In conclusion we would like to point out that the proposed
architecture is capable of processing very wide bandwidth
temporal signals, as high as 10® resolution elements The
proposed AQ correlator can be synthesized in compact form.
The operation of the system is rather simple, for it eliminates
the complicated electronics circuitry usually required for data
processing. However, the proposed system requires the avail-
ability of a square-law cooverter with higher speed and larger
dyoamic range. Thus, the realization of a practical joint trans-
form AO correlator for MFSK communication applications
would be dependent upon the rapid development of a qualified
device in the future.
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Optical signal detection by complex spatial filtering can be
traced back to 1964, when it was developed by VanderLugt.!
Since then the concept has been widely used for various types
of large-capacity optical correlator.?® One of them is a
scanning correlator system using a rotating grating.é-$
Gregory and Huckabee reported a correlator addressed by an
acoustooptic cell.’ Recently liquid crystal television
(LCTV) has found some interesting applications to optical
signal processing, e.g., optical pattern recognition and adap-
tive joint transform correlation.®!19 In this Letter we pro-
pose a technique in which a scanning grating* can be easily
imposed on an LCTV screen with a microcomputer. The
setup is depicted in Fig. 1. The proposed system overcomes
the positioning difficulty caused by either the mechanical
movement or the frequency shift in the techniques men-
tioned above 2%

Because the low resotution of LCTV limits the spatial
carrier frequency, we use a new setup which is little different
from a conventional optical correlator. The lens system L,-

Microcompuler

Fig. 1. Multichannel optical correlator using an addressable LCTV.
Lo ond L,, collimating system; Ly and L,, transform lenses; L,,
magnifying lens; P, and P, polarizers; BS, beam splitter; M, mirror.
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be shortened (for those who do).

Ly is used to project a reduced image of the LCTV grating
onto the input plane of the optical correlator, so that the
Fourier transform of the object can be of the proper scale
while the spatial frequency spectrum of the grating is magni-
fied. The different diffraction orders on the frequency
plane can, therefore, be sufficiently separated. We further
note that the pixel size of the LCTV is ~390 um, so the
highest spatial modulating frequency for the input object in
aconventional 4-f system is ~1.25 lines/mm. Inour system,
a carrier frequency of 12 lines/mm is obtained. A higher
carrier frequency can be achieved by adjusting the lens
system, and the spatial-bandwidth-product of the system
remains the same. The transmittance of the LCTV grating
image, including the polarizers, can be approximately writ-

- - . x e
u(xy) K|+K,‘rect( }) comb(c ‘)]

X[rect)-(-comb X] 1)
g h

where K, and K; are proportionality constants, a.b are the
pixel image size in the x and y directions, respectively,c,d are
the distances between the centers of adjacent pixel images, g
and A are the width and spacing of the image grating greoves,
and X represents the orientation of the grating vector, which
is giver, by

X = x cosf + y sind. (2)

The Fourier transform of the input object with the modulat-
ing function of Eq. (1) can be written as

U, J,) = VL) < 18U,1,) + sinclaf, .bf,) combicf,.df )]
X [sinc(gf x) comblh/ )], (3)

where V(f,f,) = F(v(z,y)], and v(x,y) is the input object
function.

For a detailed analysia of the recording of the matched
filters and the correlation operation refer to Refs. 4-6 and 11.

Fig.2. Ezxperimental results: the recorded multiple matched filter
(on one plate).
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We set adjustable delays between the subroutines, longer
delays (minutes) for filter construction, and shorter delays
(seconds) for target detection. To multiplex the matched
filters onto a recording plate, we change the orientation and
period of the grating via the microcomputer. During the
detection, the orientation and period of the grating are auto-
matically changed once again. As soon as the autocorre-
lation peak appears at the output plane, which means the
input image has been recognized, the scanning is terminated;
otherwise it is continued.

As an experimental demonstration, multichannel spatial
filters of eight input objects were recorded on a holographic
plate, as shown in Fig. 2. The output peaks related to the
input objects are shown in Figs. 3and 4. From these results,
we see that a multichannel correlating operation can be
achieved by using a programmable LCTYV grating.

A programmable scanning correlator using a low-cost
LCTV has been implemented. This technique alleviates the
positioning problem of the mechanically scanning method.

B

|

Fig. 3. Experimental results:
autocorrelation peaks of eight input objects.

Fig. 4.

Experimental results: autocorrelation and cross-
correlation peaks obtained with the filter for warning
plane.

The scanning speed of the proposed correlator is primarily
limited by the microcomputer and the response time of the
LCTV. Furthermore, if a higher-resolution LCTV is avail-
able, both the input object and modulating grating can be
superimposed onto the LCTV screen. Thus a program-
mable real-time electrically addressed co.velator may be
realized.

We acknowledge the support by U.S. Air Force, Rome Air
Development Center, Hanscom Air Force Base, MA, under
contract F19628-87-C-0086.
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In f signal processing applications, the determination of
the rf signal phase is sometimes required. For example, in
radar direction finding, the signal direction can be obtained
from the phase difference between detected rf signals from
two spatially separated antennas. In such situations elec-
tronic signal processing of the received signals is employed to
determine this phase difference; acoustic and acoustooptic
techniques of rf signal phase evaluation have been dis-
cussed.!? However, systems employing these techniques
are fairly limited in frequency response. These techniques
have been employed to determine the phase angle to better
than 0.3° at 25% bandwidth at operating frequencies below 1
GHz.?

We describe a novel high-frequency phase comparator
based on a large signal modulation of light in an integrated
optic Mach-Zehnder interferometer. In this device two
high-frequency electrical signals are fed into the electrodes
on the two channels of the Mach-Zehnder modulator. The
phase difference of the two signals is measured by determin-
ing the optical intensity of the output of the modulator.

The schematic diagram of the phase comparator is shown
inFig. 1. Theinputlighttothedevice is divided equally into
two channeis. The light wave in the reference arm of the
output junction of the interferometer, modulated by the
reference signal, is given by

R = A costwgt + m, sin(w,t) + B,1,),

where wy is the optical frequency in radians per unit time, m,
is the amplitude of the sinusoidal change of the phase of the
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optical mode that is caused by the high-frequency reference,
l) is the length of the reference arm, 8; is the propagation
constant, w, is the electrical reference frequency in radians
per unit time, and ¢ is the time. It is assumed that the
amplitude A of the optical signals in both the channels are
equal. The light wave in the signal arm at the output junc-
tion of the interferometer is given by

S = A coslwyt + mysin(w,t + 80) + B8,1,),

where [, is the signal arm length, 8, is the propagation con-
stant in the signal arm, m, is the amplitude of the sinusoidal
change of the phase of the optical mode that is caused by the
signal, and A¢ is the phase difference between the signal and
reference voltage. The twooptical waves from the twochan-
nels will interfere at the output junction of the Mach-
Zehnder modulator, and the resulting amplitude corre-
sponds to the sum of S and R givenby T'=S + R.
The dc component of the optical intensity as seen by a
detector at the output is
=05+ ‘f"_(’i'!’é"‘!("'” cos(Byl, — B,1)

+ Jl(ml)Jl(MZ) C03(5212 - ﬂlll + A¢)
+ J;(m,)Jz(mz) COS(ﬂzlz - ﬂ]ll + 2A¢)
+ Jg(”‘])Jg(mz) COS(ﬂzl-z - ﬂlll +34¢) ...,

where J, is the Bessel function of the order n (nis an integer).
Large amplitudes of modulation cause large nonlinearities in
the modulator output, and the effective number of Bessel
terms in the expression are increased.

" The Mach-Zehnder modulator channels were ~3.5 um
wide and designed for single-mode operation at 0.6328 um.
The waveguides were fabricated on x-cut lithium niobate for
y-propagation. To fabricate the waveguides, 235.-A thick
titanium strips were diffused into the substrate for 3.5 h at
1000°C. Aluminum electrodes of 3.8-mm length, 4-um gap,
and 6-um width were deposited onto the substrate with the
gap centered on the channels.

N
—§- :%—-«ew

W orricalL WAVEGUIDE CHANNEL

3 secraooe
Fig. 1. Schematic of the Mach-Zehnder modulator. 1t consists of
titanium-diffused waveguides in x-cut lithium nichate for y-propa-
gation with aluminum electrodes deposited on both waveguide arms.
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ABSTRACT

A programmuble real time optical jornt transform coreclator that gener.
ates shuarper avitocorrelation peaks 1s presenicd A smcrochannel patial
hight modulator is utilized as the threshold hard (hpping cquare law
device. A liquid crystal television s used to display the mput turget and
reference tmage. The basic prinaple of the syvuem and a prehnunany
experimental result are given

I. INTRODUCTION

B=cause of its high processing speed and structural simplicity,
an optical joint transform correlator has heen proposed for
the application to pattern recognition With advancing tech-
nology, various schemes to perform real-time joint transform
correlation have been reported {1, 2] Nevertheless, all the
existing techniques have a common drawback, namcly, that
the correlation peak intensity is only a verv small fraction of
the illumination intensity This low intencity presents no ma-
jor problem if input signal-to-noice ratio (SNR) i< high
Whenever the SNR is low, however, the detection of the signal
becomes increasingly more diflicult  Using a phasc-anly
matched filter [3} can improve the dillraction cfticiency of the
correlation peak many {old Nevertheless, a phacc-only filter is
difficult to realize in practice with the current state-of-the-art
electrooptic devices

In this article, we will introduce a real-time programmable
joint transform correlator utilizing the threshold hard-clipping
property of a microchannel spatial light modulator (MSLM)
[4]). We will show that this technique is capable of producing
sharper autocorrelation peaks than the conventional optical
correlator. By combining the advantages of the state-ol-the-art
electrooptic devices and fiexibility of a microcomputer, the
system can be built as an adaptive, sclf-learning correlator
The operating principle of the technique and a prcliminary
experimental demonsiration are given

1. BACKGROUND

A Microchannel Spanal Light Modulator The MSLM is a
reflective tvne electrooptic spatial light moedulator [t consists
of a photocathode, imaging clecttodes, a microchannel plate
(MCP), a mesh electrode, and an clectrooptical (EO) crystal
plate positioned in a sealed vacuum tube In operation, the
write-in image projected on the photocathode creates a <patial
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photoelectron distribution. The electrostatic lens images the
distribution onto the MCP. Alfter a 10° to 10* electron muiti-
plication by the MCP, the electrical charge image is deposited
on the inner side of the EO crystal plate. This charge distribu-
tion induces a spatially varying electric field within the crystal
plate. The field in turn modulates the phase retardation be-
tween the X and Y components of the read-out light that
makes a double pass through the plate. Passing the light
through an analyzer, a coherent optical image corresnonding
to the input image is obtained. One unique feature of the
MSLM is that when the bias voltages are properly controlled,
the device can perform quite a number of optical operations
in its internal mode processing.

B. Joint Transform Correlator. The principle of the classical
joint transform correlator (JTC) is well documented by Weaver
and Goodman [5]. To compare it with the proposed MSLM
based system, we shall briefly discuss its operation in a spe-
cific example. For simplicity, we suppose both the target and
the reference image at the input plane are binary type with
square apertures of width w. The main separation between
them is /. The amplitude transmittance function of these input
objects can be expressed as

f(x, y) = [rcct( £ —wl/2) + rccl( bl +w1/2 )]mc(( i)

L4

e))

where the rectangular function is defined as

w(3)-!

0, otherwise

. w
if |x{ < 3

If the input objects are illuminated by a collimated coher-
ent light, the complex light field at the back focal plane of a
transform lens would be

sin{ wp) sin( 7wy )

F(r,p) =c cos( miv) (2)

nr

where ¢ is a proportionality constant and u and v are spatial
frequency coordinates, corresponding 10 the X and Y direc-
tioos, respectively. If this complex light field is imaged onto a
square-law convertor (e.g., a photographic plate), then the
recorded amplitude transmittance can be written as

(= 1y~ BIAF]? (3)

where t, and B are the bias transmittance and the slope of the
T-E (transmittance vs. exposure) curve, respectively.

In linear approximation, we would use a linear piecewise
model to represent the T-E curve. Thus, Eq. (3) can be
approximated by

2

sin( 7wr) sin( mwg) cos(lv) (4)

t=1-a
ny

where a is a proportionality constant. Since ¢ > 0, the maxi-
mum value of a is a,,,, = 1/w.

Taking the inverse Fourer transform of the preceding
equation, the autocorrelation functions distributed at the out-
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put plane would be
vow

g{x.y) = —A4—L—5[A(‘:—!\l 'Y——[)]\(i) (5)

where A is the illumination amplitude, and A repr. ~1.15 a
triangular {unction defined as

ORI

0 otherwise

if |x] € w

In view of Eq. (5), the intensity of the correlation peaks is
about 42/16w*. Moreover, the illustrated technique is not a
real-time technique. Io the following discussion we shall,
however, describe a programmable hard-clipping JTC vsing a
MSLM.

1. BASIC PRINCIPLE

The schematic diagram of a microcomputer-based JTC is
shown in Figure 1. The liquid crystal plate of a LCTV is used
to display a real-time target and a reference image at the input
plane of an optical processor. The working principle of the
LCTV as an optical element is well known. The major advan-
tage of using a LCTV must be programmability, which can be
addressed with a microcomputer, for the generation of various
reference images. The telescopic imaging lenses are employed
to demagnify the input object images from the LCTV to an
appropnate size and then transformed onto the MSLM. We
shall use the MSLM as a threshold hard-clipping device. The
output light field is detected by a CCD camera. This detected
electrical signal can be sent to a TV monitor for observation
or fed back to the microcomputer for further instruction.
Thus, in principle, an adaptive hybrid electrooptic correlator
could be constructed.

Let us assume that the target and reference image are the
same as expressed by Eq. (1). The light intensity distribution
at the input end of the MSLM would be

3 sin{ 7wy ) sin( 7wp)
[F(vop)|" = ¢

cos( miv) (6)

my

Notice that the grid structure of the LCTV, which is
beyond the resolution limit of the MSLM, is omitted. To
obtain a binarized power spectral distribution for joint trans-
form correlation, the bias voltages of the MSLM are adjusted
such that only those parts of the input with intensity values
above the threshold level will be responded. This hard-clip-
ping property of the MSLM converts the input irradiance
I(v, n) into a series of binary phase distributions, between the
X and Y components of the read-out light, as depicted in
Figure 2. By binarizing the central lobe of Eq. (6) using the
half-power criterion, the output phase function can be ¢b-
tained with the first-order approximation. as given by

l;w)recl(ﬁ;) irccl(},) ®8(v - i;)
(N

F==n recl(

where ® denotes the convolution operation This equation
represents a truncated binary phase grating. After emerging
from the polarizing beam splitter (PBS), the complex tight




LCTV L, L, L PBS Le I% CCD Camern

1, | MSLM
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Controller
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Interface 1 ”“1 Computer pe—1|Interface I1
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Figure 1 The schematic of a programmable optical joint transform correlator: /. cohcrent input illumination: L -1, lenses: PBS. polarizing
beam splitter; /y. He-Ne laser read-out illumination; P,, output plane

field becomes

A o
E= S - 1) (®)

where A is the amplitude of the read-out light.
Using straightforward manipulation to inverse transform
Eq. (8), the output autocorrelation functions can be shown as v E

E

A sialn(x= )] sinla(x + I)M}
7\ n(x = 1) n(x +1)
sin(my/w)
x———-_——-

- E)

To compare the performance of the binarized JTC with the
conventional JTC, we see that the cofrelation peak intensity of
the proposed system is about A2/m?w* whereas for the
conventional JTC the correlation peak intensity would be
A1/16w*. In other words, the correlation peak intensity of the

T~ SNANMA AL N
3

<
proposed system would be about 1.62 times higher than that
of the conventional one, under the same illumination. More-
over, if the bias voltages can be controlled such that the Figure 2 The conversion of the input light intensity to the output
threshold hard clipping takes place at a lower intensity level to phase retardation for an MSLM in threshold hard-clipping mode
0.18 ?—- 27
“1 ol 7
E . g ]
E 0. lo_r— 1.\ g A
a ] b 2
- : 1t - |1 s
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Figure 3 Simulated correlation peaks (normalized by 4%) for a 1 x 1-mm binary input pattern- 1, correlation peak by the clasacal JTC. 2, by the

proposed technique with threshold hard clipping applied to the central half of the main lobe of Eq (6). ), with threshold hard chipping includ.ng
the whole main lobe of Eq (6)
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ABSTRACT

An optically controlled nucronate attenuator s descrihed  The bulk
senuconductor properites of cadnuwm selende are demonsirated effec-
twwelv at Ku hand frequencies. The devrce is configured monoluhicallh
with a low capacttance resisice channel Flectrical resomance 1s achieved
with symmetric iductance loops which hridge the channel ends.

. INTRODUCTION

There exist numecrous situations which require control of
microwave signals. Electronically variable attenuators are
available for frequencics up to 20.0 Gllz These attcnuators
may take the form of PIN diodes or ficld effect transistors
(FETs). At higher [requencies junction capacitance limits de-
vice usefulness. A more scrious concern deals with decoupling
the control signal from the RF signal path The utility of a
variable tesistor under the control of incident optical illumina-
tion is obvious Cadmium sulfide photoconductive cells have
been employed in a wide varicty of industrial applications for
more than 40 vears In fact, the characteristic distributed
resistance of these devices may re<ult in large chip areas with
the power handling capability up to <cveral watts. Commercial
photoconductive cells typically employ a serpentine resistance




TABLE 1 Comparison ot CPU Time between the
FFY Summation Scheme and the Conventional Brute-Force
Summation on the Cray X-MP / 48 for 8 Free-Standing

Frequency Selective Surface
CPU (sec)
No. of FFT Brute-Force
Unknowns Summation Summation
24 0.127 0.449
60 0.165 1135
112 0.267 2.286

TABLE 2 Comparison of CPU Time between the

FFT Su.nmation Scheme and the Conventional Brute-Force
Summation on the Cray X-MP / 48 for Signais over a
Periodically Perforated Ground Plane

CPU (sec) for 7 iterations

No. of FFT Brute-Force
Unknowns Summation Summation
148 3.84) 20.673
CONCLUSIONS

A numerically efficient summation technique using the FFT
for the method of moments solution to electromagnetic prob-
lems associated with planar periodic structures is presented.
Numerical results for the scattering problem from a frequency
selective surface and the transmission problem from signal
lines over a periodic perforated ground plane are presented to
demonstrate the superior numerical efficiency of the present
technique over the conventional brute-force summation
scheme. This technique is especially well suited for the eigen-
value problems associated with planar periodic structures.
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ABSTRACT

A joint Fourter transform processor can he wsed as a conmvcentional
coherent optical processor In princple, the jomnt tramform processor can
perform all the optical data processing that a conventional coherent
optical processor can offer. Sample illustrations for signal exiracton and
image subtraction are given. The major advantuges of the joint iransform
processor must be (1) the avordance of synthesizing a matched spatial
filter, (2) higher space-bandwidth product. (1) lower spunul currier
frequency requirement, (4) higher ouiput diffraciion efficiency., etc.

In a conventional coherent optical signal processor [1], the
processing operation is usually carried out at the spatial
frequency or Fourier plane with a complex spatial filter {2].
This type of coherent optical processor offers a myriad of
complicated processing operations {3]. Its success is primarily
due to the profound diffraction phenomena. We shall, in this
letter, point out that complex signal processing can also be
achieved by the spatial impulse response using a joint trans-
form processor [4-6}. There are several inhcrent advantages of
using the joint Fourier transform processor as compared with
the conventional coherent processor: (1) spatial filter adjust-
ment is not imposed; (2) a higher input space-bandwidth
product; (3) generally, a higher modulation index of the joint
transform hologram; (4) lower spatial carrier frequency, etc.
In view of these advantages, a joint transform processor, in
principle, is capable of performing optical signal processing
more efficiently, particularly in the application to real-time
signal processing [6].

Let us now consider a joint Fourer transform optical
signal processor as depicted in Figure 1. We assume an object
function f(x, y) is inscrted at (a,.0) and a spatial impulse
response h(x, y) is placed invertedly at ( —a,.0) in the input
plane P,. By illuminating the input objccts with coherent light,
the complex light distribution at the Fourier piane P, is given
by

U(p.q) = F(p.q)e™ + li*(p.q)e ™" (1)
where ( p. q) represents the angul»~r spatial frequency coordi-
nate system, the superscript ast - .k represents the complex
conjugate, and

F(p.q) =F[/(x.»)]
H(p.q) =F[h(x )]

where F denotes the Fourier transiormation Thus, at the
output end of the square law detector, the intensity distnibu-
tion is given by

I(p.q) =WU(p.QV
=F(p. @) +1H(p.¢)
+F(p.qYH(p.q)e ™"

*F‘(P.q)”.(l’.q)? egp (2

)
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Flgure 1 A joint Fourier transform processor. BS, beam splitter

By coherent readout of this intensity distribution, the com-
plex light distribution at the output plane P, would be

g(x,y) = f(x, y)®S(x, p) + h(-x, =y)®Dh(-x.y)

+f(x, y) e h(x + 2ay, y)
+f(=x,=y)sh(-x - 2a5. - y) 3

where (+) donotes the correlation operation and * denotes
the convolution operation. Thus, we see that two sets of
convolution operations, i.e., the object function f(x, y) con-
volves with the spatial impulse respoase h(x, y), are diffracted
around (—2a,,0) and (2a,,0), respectively.

Similarly, if the spatial impulse response h(x, y) is prop-
erly placed (i.e., not inverted) at the input plane, eg.,
h(x + aq, y), the output light distribution can be shown as

g(x.y) = (%, y)®f(x, y) + h(x, y)(©Oh(x.y)
+(x, ) (©Oh(x + 2a5. y)
+H(=x, =y)(©h(~x - 2a5, -y) (4)

where (#) donotes the correlation operation. From Equations

(3) and (4) we notice that the joint Fourier transform system
can be used as a coherent optical data processor. In principle,
it can perform all the optical data processing that a conven-
tional coherent optical processor can offer.

We shall illustrate an application to extraction of a signal
embedded in a random noise. We assume that a target is
embedded in an additive white Gaussian noise, as given by

[(x=ag,y) =s(x—ag,y) +n(x~apy) (5)

where s(x, y) represents the target function and n(x, y) is
the noise distribution. If the spatial impulse response is given
by

h(x + ag, y) = s(x + ag, y) (6)

then from Equation (4), the output complex light distribution
can be shown, such as

8(x.y) = [s(x.y) + n(x, )@ [s(x, y) + n(x. y)]
+s(x, y)(@s(x. y)
+H(s(x, y) + n(x. )@ s(x + 2a4. y)
Hs(=x=p) + n(=x -y)]
X(@®s(-x - 2ay, -y) (7

where () denotes the correlation operation.

Since n(x, y) is an additive white Gaussian noise, we note
that [7)

n(x, y)(@®s(x.y) =0 (8)
Thus Equation (8) reduces to
g(x, y) = 2s(x, y)(®s(x. ¥) + n(x. p)(@©nlx, )
+s(x. y)(@©s(x + 2ay, )
+s(-x. -y)®s(-x - 2a5, - ») (9)

From this result, we see that two autocorrelation functions of
the target object will be diffracted in the output plane around
(—2ay,0) and (2a,,0), respectively. For experimental demon-
stration, a computer simulated object of this application is
shown in Figure 2. From Figure 2(b), we see that two highly
visible correlation peaks are obtained in the output plane. One
of the apparent advantages of the joint transform correlation
must be the advoidance of the matched filter synthesis. This
technique is very suitable for application to the real-time
pattern recognition.

Let us now illustrate a second application to image sub-
traction. We assume that the objects at the input plane are
given by

Silx —ag. y) +8(x, y) + fi( —x + ay. —y)explum) (10)

where 8(x, y) is a delta function, exp(i7) represents a half-
wave phase plate, and f|(x, v) and f,(x. v) are real objects.

The intensity distribution at the output end of the square
law detector can be shown as

I(p.q) =1+ |R(p.q)F + IR (p.q)I
+[R*(p.q) = B (p.q)]e™r
+[R(p.q) - R(p.q)]e ™"
-F{p.qYF(p.q)e ™"
=R (p.q)R*(p.q)e’™r (1)

where the superscript asterisk denotes the complex conjugate.

By coherent readout of Equation (11), the output complex
light field would be

g(x.y) =8(x.5) + il x. @Sl ¥)
Hil=x = )@ONH(-x -¥)
+{f(-x+ay. -y) - fil -x+a, )]
+{filx = ay.y) - il x - a,. v)]
“h(xoy)e filx = 2a,.v)
—fil-x.=¥Ye f{ —x + 2a,. - V) (12)
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where (3) and ¢ denote the correlation and the convolution
operations, respectively. In view of Equation (12), we see that
two sets of subtracted images will be diffracted around
(—ay,0) and (a,,0), respectively. A computer simulation of
this application is shown in Figure 3, where Figures 3(a) are
the input objects and Figure 3(c) shows the corrcsponding
subtracted image obtained by this technique.

In conclusion, we would stress that, in principle, the joint
transform processor can perform all the processing that a
conventional coherent optical processor can offer. The inher-
ent advantages of the joint transform processor are (1) the
avoidance of complex spatial filter synthesis, (2) a higher input
space-bandwidth product, (3) lower spatial carrier [requency
requirement, (4) generally higher output diffraction efliciency,
and many others.
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A TWO STEP, THREE COLOR,
WHITE-LIGHT PSEUDOCOLOR ENCODING PROCESS

X. X. CHEN, A. W. MAYERS,. F. 1. S. YU

SUMMARY : Pseudocolor encoding is & commonly used en-
hancement procedure for grey level images. One of the classical
techniques for three color white light pseudocolor encoding was
preseated by Yu et al. [1]. In this paper 8 variation of this three
color encoding method will be described that uses moire fringe
patterns from two encodings to carry the Information previously
obtained (rom the third encoding. Both a theoretical description
and experimental results are prescated.

1. — INTRODUCTION

. Frequently, high resolution optical information is
encoded through the use of grey level images. A
common enhancement process used to aid in the
analysis of these images is pseudocolor encoding. A

" number of methods to accomplish the encoding have
been developed that use coherent {2], as well as
incoherent white-light sources [3]). One of the first
methods was proposed by Yu et al. {1}. The process
described in Yu's paper uses three sequential spatial
encodings of the positive, negative, and the product
of the positive and negative images. A white-light
source was used and the three components were
processed using red, blue, and green filters to
produce the output image. A shortened variation of
this procedure will be described in this paper in
which the three components are achieved using only
two spatial encodings.

KEY WORDS : Mo1s curs
White light

Psecudocolor encoding

Lumicte blanche
Codage en fausscs coulcurs

Un procédé de codage en fausses couleurs en deux
étapes et & trois couleurs

RESUME : Le codage en fausses coulcurs est un procédé
classique pour améliorer le rendu des nireaux de pris dans unc
image. L'une des techniques les plus connucs pour le codage ¢
trois couleurs en lumiére blanche a été présentée par Yueral (1]
On décrit dans cet article une varianie de ce procédé 3 trois
couleurs qui utilise le réscau des franges de moiré de deux
codages pour le troisitme codage Le principe et les résuliats
expérimentaux sont ptésentés.

II. — DISCUSSION

The image shown in figure la will be used to help
illustrate the process. The image is composed of
three distinct grey levels : white, grey, and black.,
The figure la image was contact printed to obtain

Hil
=7 f)

FIG. la. — Sample obyct 10 be encoded
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F1a. 1b. — Negative of sample object.

the negative image shown in figure 1b. To facilitate
the encoding procedure, pin registration was used
during the contact printing operation. Next, the
positive image was encoded using a sampling grating
oriented as shown in figure 2a. The negative was

3
\
)\
|-

J. Optics (Paris), 1988, vol. 19, n" 4
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Fio. 2b. — Encoding of negative image.
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F10. 2c. — Result of two encodings, note moire paitern.
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Fio. 20. — Encoding of positive image.

then encoded with the sampling grating rotated by
an angle 0 with respect to the previous encoding, as
shown in figure 2b. The cumulative result of the two
encodings is shown in figure 2c. Note the moire
pattern that is formed in the grey areas.

The intensity transmittance of the encoded image
can be written as

(x,y) = K(T,(x, y)[1 +sgn (cos px)]|
+T2(X,y)[1 )
+sgn (cosp(xcos 8 +ysin@)))~7, (1)

where K is a proportionality constant, T, and
T, are the positive and negative image exposures, p
is the spatial encoding frequency, v is the film

gamma, and .
l,cosx2Z0,
sgn (cos x) = ‘—l.cosx<0. @)

The resulting transparency is then bleached to
obtain a surface relief phase object. Assuming that
this encoding is within the linear region of the
diffraction elficiency versus log-exposure curve, the
amplitude transmittance can be written as

t(x,y) = explie (x.y)]. | 3)

where & (x,y) represents the phase delay distri-
bution which is proportional to T'(x, y ), the exposure
of the encoded film.

Placing the bleached transparency at the input of a
white-light processing system, the complex light field
at the Fourier transform plane can be determined by
evaluating the integral

S(a,B;A)= J] l(x.y)exp[-i% (ax, E}')] dx dy

- H explid (x,y)] exp[— i %—}1 (ax, B)')] dx dy . (1)
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The transmittance function exp[ié (x, y)] can be expanded to obtain

S(a,BiA)= H {teiswn s 3l R xcxp[—izT}'-(GX.B>')] drdy.  5)

Substituting Eq. (3) into (5) and retaining the first order terms, the following expression results

S(a,B;A)= i‘,{a:;—{rp.ﬂl +f‘2{a:§:fr-pcos 0,ﬂ+psin0] +f,[a:;—{;p.ﬂ} .

- Af Af ]

Tzla + 55 P cos 0,8 + 5 Psin 9 ©
. N A A . »
+Tz{a—§—£-pcosa.ﬂ—2fpsm 9]

o
where T, and T, are the Fourier transforms of T, and T,, sdenotes the convolution operation. The

proportionality constants have been neglected for simplicity. The convolution term can be written

s{a :;—ip[l+oos 0],B+;—fpsin ol +

m

Ti(a,B)+ Ty(a,B)e Af Af ™
. + 20 - 0 R - : 0
8{a+2’rp[1 cos 8}, B 5 P sin }
which shows the locations of the moire spectra.
The moire pattern can be decomposed into a two the encoded transparency. If filters are placed in the
dimensional signal that has fundamental periods in Fourier plane as shown in figure 5. the image

the directions shown in figure 3. This pattern is in irradiance at the output plane becomes

I(x,y) = Tix,y) + Ti(x,y) +
+ [T y) Ty, (8)

thus, the image irradiance expressed by Eq. (8) is
the superposition of the positive, negative, and
cross-product terms.

. agreement with the convolution terms given in Eq. b &

FIG. 3. — Dashed lines indicate ori jon of fund. | periods
Jor the moire parntern.

. . Rlue Filtey
(6). Figure 4 shows the diffraction pattern formed by Q/‘(\)

Green Filter

()

Red Filter 2 ( )
U N
V)
Fic. 4. — Image of diffraction panern produced by encoded F1G. $. — Locaton of filters in Founer plane for reconstructed

fransparency. image.

58




X. X. CHEN, A. W. MAYERS. F. T. S. Yu

Ill. — RESULTS AND CONCLUSIONS

Ap image of an aluminium fracture specimen
obtained from a scanning electron microscope was
used for this discussion. Positive and negative images
were then encoded using a sampling grating having
40 lines/mm on Kodak 5460 microfilm. To balance
the intensities between the primary and convolved
spectra, neutral density filters were used along with
the color filters for the positive and negative spectra.

Fi0. 6a. — Original image.

As can be seen in figure 6b, the output of the
pseudocolor encoded image represents a consider-
able improvement over the black and white image in
that the fine detail structure of the image has been
enhanced. Figure 6c shows the cross-product term
produced by the moire pattern. By using this new
procedure, the pseudocolor encoding was ac-
complished using a single sampling grating. and two
rather than three exposures. This allows greater use
of the dynamic range of the film by eliminating one
exposure. This method also illustrates an interesting
application of moire patterns.

We scknowledge the support of the U.S. Air Force. Rome Air
Development Center, Hanscom AFB, Mass., uader contract no.
F19628-87-C-0086.
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F1G. 6¢c. ~— Cross-product of image recorded by moire pattern.
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Holographic associative memory system using a thresholding
microchannel spatial light modulator
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Abstract. Experimental implementation of a holographic optical associa-
tive memory system using a thresholding microchannel spatial light mod-
ulator {IMSLM) is presanted. The first part of the system Is basically a joint
transform correlator, in which a liquid ciystal light valve is used as a
square-law converter for the inner product of the addressing and input
mamaories. The MSLM is used as an active element to recall the associated
data. If the device is properly thresholded, the system Is capable of im-

proving the quality of the output image.
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1. INTRODUCTION

It is well known that optical associative memory can also be
defined as fault tolerant memory,' which can be addressed by
a partial or distorted input object to recall ihe stored, and possibly
noise-frce, information. The technique has significant applica-
tions to optical pattern recognition and image processing.

The concept of optical associative memory can be traced back
as carly as the work published by Van Heerden® and later
strengthened by the holographic associative memory of Gabor.
Their techniques are often called the ghost image method. With
the recent surging activities in neural networks (e.g., Refs.
4-6), several oru'cal associative memory architectures have been
developed.'”~"! Different methods to perform the inner product
operation for optical associative memory have been investigated.
For instance, Pack and Psaliis demonstrated a method using a
Vander Lugt correlator to implement the inner product of the
inpit ohject and reference duta.” The stored data can then be
whivessed with the detceted corvelation peuk by pinhole sam-
pling. To improve the storage capacity, Owechko et al. used un
angularly muitiplexed Fourier hologram technique.' They used
a phase conjugate mirror to address the Fourier hologram.

Invited Paper |A-103 received Nov 19, 1988, revised manuscrip reccived Jan.
18. 19%9; accepicd fie publication Feb. 15, 1989
© 1989 Society of Phuto-Optical Instrumentation Engineers.
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In this paper, we present a system using an active micro-
channel spatial light modulator (MSLM) to improve the readout
process. With the hard clipping property of the MSLM, and at
the sacrifice of shift invariance, we were able to improve the
quality and increase the intensity of the addressing beams so
that high quality recalled data were obtained. Experimental re-
sults for binary objects are provided.

2. PRINCIPLE

The two-dimensional outer product associative memory can be
expressed in the inner product form as’

M
h(x.y) = ..E.[ f f..(E.ﬂ)f(E.n)dﬁdn]hm(x.y) . m

where {(E,n) is the system input function, h(x,y) is the corre-
sponding system output, fm(§,m) is the mth reference memory,
hm(x,y) is its associated output pattern, and M is the total number
of stored memories.

Equation (1) shows that the overall process is composed of
three steps, namely, inner product (the input object with refer-
ence data), multiplication (the inner product with the associated
memory), and summation,

Our experimental setup to implement the ahove process is
shown in Fig. 1. The first half of the system is a joint transform
correlator with an addressing object and multiple reference data
(input memories) at the input plane Py. The second half of the
system has an active MSLM to improve the quality of the output
addressed data. In operation, the addressing data and multiple
reference fur.ctions are Fourier transformed by lens Ly. The joint
transform power spectrum is detected by (he square-law con-
verter liquid crystal light valve (LCLV). By inversely Fourier
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Fig. 1. Holographic assoclative memory system using an active MSLM.
P1—Input plane; P;—hologram plene; Py-—output plane; SP—sasm-
pling pinholes; PBS—polarizing beam splitter.

transforming the power spectrum with lens L3, we obtain a group
of correlation peaks. To eliminate all of the unwanted light, a
set of sampling pinholes (SPs) is used. Only selected comelation
peaks can be written onto the MSLM. If the addressing object
is most similar to one of the stored memories (i.¢., the reference
functions), its correlation peak will be the strongest. Thus, the
output of the MSLM can be considered as a spatially encoded
array of light sources, with the strength of each source propor-
tional to the correlation peak value. If we have an array of Fourier
transform holograms inserted at P in accordance with the as-
sociation rule, a recalled image (addressed data) can be seen on
the output plane P;. The analytical description of the process is
given in the following. .

For simplicity, we assume that the addressing function and
input memories are lined up along the x axis. The amplitude
transmittance of the input plane is given by

M

Us.y) = (x=xe,y) + Zlf...(lﬂﬁmn.y) . )
=

where xg and x, are (wo constants and M is the number of input
memories. The Fourier power spectrum at the input side of the
LCLV can be wrillen as

™M
E(p.q) = |F(p.q)f* + _Z_IF(p.q)F.'..(p.q)elpl—i(Zlo + mxy)pl

M
+ Y F*(p.QFm(p.qlexplit2ze + mx,)p|

M M
+ 2 X Fa(p.9)F.(p.glexplitm — mixsp] , (&})

where F(p,q) and Fn(p.q) are the Fourier transform of f(x.y)
and [m(x,y), respectively. Notice that the amplitude transmit-
tance of the LCLV is proportional to the intensity distribution
of its input end. Therefore, the light field distribution on the SP
is the inverse Fourier transform of Eq. (3), i.e.,

M
io(x.y) = c[[(x.y)@f(x.y) + Z|f(x.y)®f..(l—2lo-m1|-¥)

M
+ zlf...(l.y) @ f(x + 2xg + mx;,y)

v 33

f(x.y) ® f...(x+(n—m)ln.y)] , (4)
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where ® denoles the correlation operation and ¢ is a propor-
tionality constant.

Note that as long as the quantity x;, — Mx, is larger than the
distance belween 1wo adjacent correlation peaks, they can be
detected. When the MSLM is adjusted in its thresholding mode,
the input and output light intensities are related by'?

Ly = {sl.u.y) L Ly z 0y, )

otherwise ,

where lu(x.y) and 1{x,y) are the write-in and readout light in-
tensities of the device, A is an arbitrary constant, and Iy is the
intensity threshold value. Thus, only the correlation peak inten-
sities exceeding the threshoid value would be responded at the
output end of the MSLM. By setting Ir at a reasonably low
value and blocking out all but the second term in Eq. (4) with
the SP, the readout light field of the MSLM can be explicitly
expressed as

M
im = ¢ Z I[.‘..(x- 2xg—~ may yY)N(x — 2xg — mxy.y)dxdy , (6)
me]l

where ¢, is a proportionality constant and the asterisk denotes
complex conjugation.

To complete the operation, a spatially multiplexed Fourier
transform hologram is insested in P, plane, in which the sub-
hologram takes the form

N 2
Halp.q) = F{h...(u.y)exp[-J-h-"I x(2x0 — mx.)“ .

m= 12,..M, M

where X is the wavelength of illumination, [ is the focal length
of the inverse Fourier transform lens L3, and F represents the
Fouricr transform operation. If the hologram is aligned in a
position such that each 1n is exactly illuminated by the mirh
term of Eq. (6), then the light field at the output plane Py can
be shown as

™M
h'(x.y) = ¢, E'Ul:.(&.n)f(é.n)d&d'l]hm(l.y)

x exp[ -jzi‘% x(2xp — ml,)] . 8

Except the exponents, the above equation is the same as the
outer product associalive memory of Eg. (1), in which f,, is
assumed to be a real function. We further note that the exponcats
of Eq. (8) represent oblique plane wavefronts, which result iny
undesired interference fringes at the output plane Py. It is ap-
parent that if x, is made adcquately large, the interference fringes
can be removed from the ouiput retrieved data by a low pass
spatial filtering technique.

A very interesting feature of the system is its controllability.
For exainple, if the MSLM is set at a rcasunabty low threshold
value such that all of the peaks at the SP are responded at the
output end of the MSLM. the oulput is the weighted swin of the
associalions as expressed by Eq. (8). On the vther hand, if the
threshold value of the MSLLM is adjusted to allow only the
highest correlation peak intensity at the SP to be responded at
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the readout end of the device, we can call it the winner-take-
all. Then the complex output light of Eq. (8) reduces 10

h'(x.y) = c.[Il:.(&.nmﬁ.n)dﬁdn]h...(t.y)

X cxp[ —jZE(qu - ml,)] . (9)
A

which is proportional 10 h,,(x,y). Notice that in the above equa-
tion, [, is the input memory closest to the addressing function.
Therelme, the process can be interpreted as the retrieval of the
information that has the shortest Hanwning distance to the meh
memory. Furthermore, it hy(x,y) is equal to f(x,y), the system
is un autoassocialive memory system; otherwise, it is heteroas-
sociative.

3. EXPERIMENTAL RESULTS

Because of easy implementation, the experimental demonstra-
tions are for *‘winner-take-all’’ auto- and heteroassociative mem-
orics. The lirst consideration in the experiment is the number of
input memories to be used. Under the ideal condition (i.c., the
addressing object and the mth input memory are identical and
noise free and the transmittance dynamic range of the LCLV is
from zero 10 one), the nwh correlation peak intensity value at
the SP can be cxpressed as

2

it . (10)

‘ ‘-
) m“ J It mitaean

where M is the number of input memories and Frn(0,0) is the
dc component of the mi/i memory. This equation shows that the
autocorrclation peak intensity on the SPs dramatically decreascs
as the number ol input memiovies increases. From a physics point
of view, this decrease is due to the effect of mulual modulation
between the input memories. The effect results in low diffraction
elficiency of the LCLV. When the autocorrelation peak is too
weak, the poor signal-to-noise ratio will make the thresholding
MSLM nout operate properly. Thus, for easy demonstration we
used three input memaries (i.c., M = 3) in our experiment.

Another problem we need to consider is the resolution re-
quircment. The size of the SPs has to be very small (about
200 um) in order to get the corvelation peak (inner product)
values only. Therefore, direct readout of the pinholes onto the
Fourier transforn holograms will produce poor resolution on the
output dita because of the loss of high frequency components.
To overcome this, we uscd in imaging lens (not shown in Fig. 1)
to enlarge the SPs onto the input window of the MSLM. Thus,
the illumination beam size on each subhologram can be made
large enough. By using this method, the small pinhole size does
not put much limitation on the system resolution.

In the experiment, the bias voltages of the MSLM were set

so that the device responded only 1o the brightest correlation
peak. Figure 2 shows the experimental results obtained from the
autoassaciative memary. We used *‘penn’’ as the addressing
object and the other three words as the reference functions. In
our experitnent, we blocked a portion of the addressing abject
and then adjusted the intensity threshold value of the MSEM 10
cxamine the variitions in the output response. We have observed
that whee the input is about 50% of the input memary, the
system can still produce a satisfaclory output result. We also
iried blocking different parts of the addressing object. The sys-
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Flg. 2. Experimentsi results obtained from the autoassoclative
memory. (a)-{d} Addressing function snd reference memoties;
(e)-(h} corresponding output responses.

tem responded salisfactorily. For example, when we blocked
the lower half of the word **penn,’ the output data showed litle
difference from the result of Fig. 2(h) subjectively.

Figure 3 demonstrates a set of experimental results of the
heteroassociative memory. These results were abtained by ar-
ranging the memory bank (i.c., the Fourier transform hologram
of **Optical Compuling'’) according to our association rule.
When the input is a complete function (i.e., *'penn’’), a satis-
factory output response can be obtained, as shown in Fig. 3(a).
If the addressing function is a partial object as given in Figs
2(b) to 2(d), the corresponding output responses [shown in Figs.
3(b) 10 3(d)] deteriorate somewhat but are still recognizable. The
system with a complete addressing function can be viewed as a
symbolic substituter, as noted by lluang.” On the other hand,
the system wilh an incomplete addressing function can be re-
garded as a inference machine as introduced by Caullield. '

The above experimental tesulis show the fcasibility of the
technique. We believe that if the input and input memorics are
preprocessed by an edge enhancement techinique and the holo-
grams are oplimally recorded on dichromated gelatin film, the
performance of the system can be fusther improved.

4. CONCLUDING REMARKS

We have presented a holographic associative memory system
with a controllable MSLM. Since the MSEM is uscd as an active
device in the system, the quality of the output addressed data
can be improved as compared with a passive hologiaphic method.
Another advantage of the system is its controllability, by which
the memory addressing mode can be adjusted to either **winner-
take-all’’ or **weighted sum’* operations.” The joint transfonn
method has the merit of easy sysiem alignment and real-time
filier synthesis. 1t is apparemt that if programmable spatial light
modulators were used at the input plane I*) and the hologram
plane P; and a feedback loop were constructed between them,
the memory capacity of the system could be further enhanced.
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Two digital optical architectures utilizing a binary number encoding technique for multiple matrix multiplication are presented.
An inner-product method with grating masks is used in one - f the architectures, so that multiple matrix multiplication can be
performed in parallel. The second architecture, a mixture o systolic array and the inner-product processing method are used.
These two architectures can offer high accuracy with moderate speed processing capability.

1. Introduction

Optical matrix multiplication is one of the prom-
inent areas in optical computing. In early 1970's, Lee
et al. [1] proposed a method to perform multiple
matrix multiplication using Fourier transform prop-
erty of lenses. Another technique was later devel-
oped by Nakano et al. [2]. They utilized a linear ar-
ray of LED's along with a combination of spherical
lenses and cylindrical lenses to perform triple matrix
multiplication. Several other methods have also been
reported to carry out high speed matrix—matrix and
triple matrix multiplication with optics [3-10].

We shall however describe an encoding technique
for multiple binary number, where the multiplica-
tions and summations of digits are performed in par-
allej. Nevertheless, we shall discuss two optical ar-
chitectures for multiple matrix m  ..plication
(MMM) using this technique. The first architecture
employs the inner-product method to carry out mul-
tiple matrix multiplication. Grating masks are intro-
duced into this architecture to separate the output
vectors, so that a fully parallel matrix multiplication
can be achieved. The second architecture combines
the inner-product method with the systolic array en-
gagement technique. This inner-product-systolic
technique is capable for large matrix multiplication
and can also be applied 10 linear and bilinear trans-
formations [11]. Several preliminary experimental
demonstrations of these proposed techniques are
provided.

2. System description
2.1. Multiple binary number multiplication

In most electronic computers, the binary number
multiplication is performed sequentially. The triple
multiplication of binary numbers can be carried out
as described in the following.

For example, given three binary numbers such as,
a=101, b=110, ¢=011. The product of ab can be
obtained by shifting the binary digits of b and then
multiply by each bit of a, as shown below

110 x1
110 x0
+110 X i

11110

ab=axb=101x110=11110.

Similarly the product of abc can be obtained by
shifting the binary digits of ¢, and then muitiply by
each bit of ab, as shown in the following

011 xO

0!l x 1

(18] x|

ol x|

+011 x 1
1011010

abc=abxc :11110x011=1011010.

0 030-4018/89/$03.50 © Elsevier Science Publishers B.V.

( North-Holland Physics Publishing Division )
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SLMT  Sum2

X1 X2 X3 x4 xs

as101 Bs110 abs11110 c2011 abca0122210

Fig. 1. Optical system for triple binary number multiplication,
(a) basic architecture, (b) optical implementation.

However, the triple product of binary numbers can
be easily performed in parallel using an optical tech-
- nique, as shown in fig. 1. We note that a is encoded
onto a {-D spatial light modulator (SLM), while b
and ¢ are encoded onto two 2-D SLM's, in which the
binary numbers can be shifted by a microcomputer.
The digit 1 and 0 can be represented by the trans-
parent and opaque pixels of the SLM. The three
SLMs are located at planes X1, X2 and X4, and the
intermediate product ab is displayed at plane X3,
Thus the product adc can be obtained at the plane
X5. To avoid the carries, the products ab and abc are
represented by mixed binary form. Fig. 2 shows a hy-
brid optical system which is able to carry out this op-
eration. Three magneto-optic spatial light moduta-
tors (MOSLMs) serve as inputs. The output result
is detected by a CCD array and fed back to a high
speed memory. A microcomputer is used as a date
flow controller. In the system, the multiplications can
be performed by the binary transmittances of the
SLM’s, and the sum can be carried out by simply fo-
cusing the light onto a photo detector. An incoherent

cL2 118 ] CLe

L1% S cco

w:g:lm cLt sSLM? (1§ ] SLM3 Camers
—

HIa

intertace

- ang
High-Speed PC
Memery

Fig. 2. A hybrid optical sysiem for optical computing.
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collimated light is used to illuminate SLM!, in which
the cylindrical lens CL1 will horizontally expand each
bit of a (SLM1) onto the corresponding row of b
(SLM2). Thus the logical AND opcrations can be
taken place at plane X2. Since CL2 is placed behind
CL1. it will venicaily image a onto the correspond-
ing column of F{SLM2). This optical arrangement
will increase the space-bandwidth-product of the
processing svstem. Finally, the spherical lens SL1 will
vertically focus the light onto plane X3, to perform
the summation. Similariy. a cylindrical lens CL3 at
X3 will expand each bit of the intermediate product
ab onto the corresponding column of ¢ (SLM3). An
unidirectional difTuser is suggested to be placed at
the focal plane of SL2, in order 1o obtain an uniform
illumination of vector [ L'} onto SLM3 [2). In our
experimental setup. instead of unidirectional dif-
fuser. a short focal length cyviindrical lens CL3 (/= 10
mm) is placed near the focal plane of SL1, and SLLM3
is placed far enough from CL3 (about 250 mm), then
the vertically blurred image would give a uniform il-
lumination on SLM3. CL4 serves the same purpose
as CL2. Notice again. spherical lens SL2 will per-
form the vertical summation and the final result abc
can be detected by a CCD dctector at plane X5.

2.2 Multiple matrix multiplication (MA M)
We shall describe an architecture for vector-ma-

trix-matrix raultiplication. For simplicity, we con-
sider 2 ¢ 2 matrix multiplication, which can be writ-

ten as
iy Vit fca S
Yy YellZn 2w

= E TR A TE SV (YR VPR A YRI RS ':H

(xir xi2]

§
1

-3

=[u, u:]

Tn -'l:l
S In
={uy s tu.

l'(_‘l .

Y-SR STFEE-REY |
={u,

where

Up =Xyt .

Uy =X et
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Un=Up2y tiy2y,,

Via=U 20+ U325,

and
[xa xaldlya yirllzn 2,
Yu  YnllZn 22
={xuyn+txnyn Xuyn+xayallzn 2
In 2Zn
=[uy  upllzy zo
2y 22
=luy 21y Y22y, Un2yy+Uy323)
=[vy v}, (N

where

Uy =xnyn+Xnyu,
Unp=xnpu+xnya,
Vo =unzy tunzy,,
Va=unZiptuni;.

The matrix { X] can be seen as composed of two vec-
tors x, = [x), xy;] and xy=[x,, X;;]. An optical ar-
chitecture to perform this task is shown in fig. 3. No-
tice that the binary form of vector and matrices [ X},
{Y] and [Z] can be encoded onto SLM1, SLM2 and
SLM3 with a microcomputer, respectively. The spa-
lial encoding form of each element is described in
section 2.1. The microcomputer will sequentially shift
these vectors into SLM! which is located at plane
X1. Each row of matrix [ Y] is multiplied by each
corresponding element of vector {X]. A vertical
summation is carried out between planes X2 and X3
1o form vector (U] at plane X3. The same proce-
dures are repeated between planes X3 and X4, X4

sim 3 CCO Ostector

Fig. 3. Architecture for multiple matrix multiplication.
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and X5 to obtain [U] x [Z]. At the output planc, a
CCD detector will sequentially detect each corre-
sponding vector of the output matrix [ }'}, as shown
in fig. 3.

2.3. Inner-product architecture using grating masks

To make full use of the parallel processing capa-
bility of the optical system, an architecture 1o per-
form MMM in parallel is proposed in the following:
In figs. 4, time image on plane X3 can be considercd
as one-dimensional Fourier transform of the input
signal at plane X1, by neglecting the existence of
SLM2. To separate the two vectors {w,, t,,] and
[u21 uy;] at the focal plane X3, two sinusoidal grat-
ings with different spatial frequencies f, and /. are
inserted immediately behind the two input vectors
[xiy xy2] and [xy3 X32). The two frequencies are
chosen such that the vectors [w,, w,.] and [, 1]
can be properly separated at plane X3. In a similar
manner, two sinusoidal gratings are placed behind
the two vectors [, u,»] and [us, 15, ) respectively,
al plane X3. Two nonoverlapping vectors [ty 1y, ]
and [y, th, ] can be obtained at the output plane X 5.

2.4. Systolic-inner-product architecture

We have discussed an optical system for parallet
multiple matrix multiplication using the inner-prod-
uct method. However, this technique requires large
size of SLMs to carry out large matrix multiplica-
tion. We shall now propose a hybrid optical system
to alleviate this shortcoming. Fig. 5 shows the sys-
tolic-inner-product architecture. This system uses
both the systolic array engagement and inner-prod-
uct technique, the matrix multiplication 1s carricd
out in systolic engagement form, in which the prod-

SLM 1 SLM 2 Gratings 384 g M3 CCD Deleclor
Gratings T/

X! X2 X)) X4 AN

Fig 4 Architecture for MMM using grating masks
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SLM1 SLM2 SLM3 cco
DETECTOR
A = A Y

l 2P
4 V" v
rd f n
-y |
A 23
X1 X2 X3 X4 XS

Fig. 5. Architecture for MMM using systolic-inner-product method.

uct of elements is performed in inner-product form
depicted in sec. 2.1. Since the hybrid system is bas-
ically a microcomputer-based optical processor, the
binary number matrix representations in the SLMs
can be shifted step-by-step for the systolic array en-
gagement. Array {X] is shifted down to the corre-
sponding columns of SLMI, arrays { Y] and [Z) are
shifted to the corresponding rows of SLM2 and SLM3
respectively, as shown in fig. 6. Notice that SLM3 is
divided into two parts: upper half and lower halif,
which are further segmented into a 4X 2 array cor-
responding to the [Z] array. A wedge is placed be-
hind the lower half of SLM3, so that the two parts
would overlap on each other at the output plane X5.

Step 1: Step 2:
z, Zhlin
] Yn 7 axal Yol [z,
1
‘l Y.; l}l
2,
Step 3 Step 4
Iy
*n Y 21 (H
Xal® YlY i3 n Illl X Y22 Ty
man z
e}

Fig. 6. States of SLMs in four steps.

The intermediate results obtained at the output plane
in each step are integrated by a CCD detector. The
output matrix | V] is obtained after four steps of time
integration. The matrix multiplication can be per-
formed with the hybrid processor shown in fig. 2.
There is however a price we paid for using this tech-
nique, namely the speed. For example a 2 X 2 matrix
multiplication requires a four-step operation. Never-
theless, the required size of the SLMs used in the
processor can be substantially smaller by decompos-
ing the matrices and then applying the systolic-inner-
product method.

3. Experimental demonstration

Several experimental demonstrations have been
carried out with the proposcd hybrid optical archi-
tectures for multiple matrix multiplication. We have
first use a triple binary number multiplication for the
experiment, as illustrated in figs. 1 and 7. To avoid
the coherent artifact noise, a white light sourcc is used
to carry out the processing. The focal length of the
cylindrical and spherical lenses are 10 mm and 100
mm, respectively. To show the feasibility opcration
of the proposed technique, binary coded transparent
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masks, instead of SLMs, are used in our experiments.

Fig. 7(a) shows the binary mask representation of
a=101,b=110and c=011, respectively. The output
result is shown in fig. 7(b). Fig. 7(c) shows the out-
put photometer trace, which corresponds to the
mixed binary number representation of
abc=0122210. By proper thresholding of the output
signal, the result can be converted into binary form,
which is abc= 1011010, as shown in fig. 7(d).

For another experimental demonstration, we show
that triple matrix multiplication can be obtained with
a hybrid optical architecture of fig. 3. The binary
representation of the encoded masks are shown in
fig. 8(a), which represenis the matrices in the

following,

a=101

OPTICS COMMUNICATIONS

b=110

| May 1989

[X]=|00|00 0!000' [Y]=‘OOIOO 0000I1
00010 00011}’ 00011 00010{"

[Z]=|10000 00010
01000 00110 "

Again fig. 8(b) shows the output intensity distri-
bution, and fig. 8(c) shows the mixed binary form
of the output matrix [V], i.e.,

V1=

U Uiz
Un Va2

= ‘OOOIIZIOOIIOO 0001331011000
0000010132000 0000101102000;

c =011

abc = 0122210

c

abc = 1011010

Fig. 7. (a) Three masks for tnple binary number multiplication. (b) Qutput signals detected on plane X$. (c) Result disptayed on an

oscilloscope in mixed binary form. (d) Final result in binary form.
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I

®
Vil = 0001121001100 Vi2 = 0001331011000

Fig. 8. () Three 2% 2 matrix masks fos MMM. (D) Output signals detected on plant X 5. tc} Output matnx {Tiw muxed binany form.

The corfesponding output matnix (Vi pinary 1ep- 4. Discussion
resentation is given by
vy Y The binary aumber encoding technique provides
(Vl= \ N '2\ the optical system 2 high accuracy and parallel pro-
o U cessing capability. The inner-product architecture
- = 10010001001 100 001101 1011000 offers a higher speed operation. whereas the systolic
\00000\ 1100000 0000101110000 : inner-product architecture trades off a part of the
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parallelism for more flexibility. The bottleneck of the
proposed hybrid optical processor is the input and
output interfacing between electronic and photonic
signals. The electronically addressed SLMs and light
detection device limited the overall processing speed
of the hybrid optical system. However, due to the
rapid development in the areas of optical storage and
optical logic material, it is expected that the bottle-
neck problem would be alleviated by using the high
speed optical memory and optical parallel logic ele-
ments. A high speed process would be achieved by
the data flow in the paralle] optical processor.

§. Conclusion

We have presented a technique that multiple bi-
nary number multiplication can be parallelly per-
formed by a microcomputer-based optical processor.
Two hasic architectures to perform multiple matrix
multiplication are discussed. In the first architec-
ture, ve used an inner-product technique, such that
mul' 'nle matrix multiplication can be simultane-
ously carried out. For the other architecture, we used
a s ,lolic-inner-product technique to carry out the
multiple matrix muitiplication. Although, in prin-
ciple. the inner-product technique offers a higher
speed operation, however, it requires larger SLMs to
carr, out the process. Since both techniques use either
mixed binary or binary representation, the system

OPTICS COMMUNICATIONS I May 1989

would offer high accuracy with moderate speed mul-
tiple matrix multiplication.
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An investigation of using phase conjugaie techniques to remove phase distortion in a joint transform correlator (JTC) is pre-
sented. For improving the accuracy of detection, a phase encoding method based on the nonlinearity of phase conjugation is also
proposed. Experimental results and computer simulations are provided.

1. Introduction

Recently, advances in photorefractive materials
have stimulated interest in the application of phase
conjugation techniques to a number of signal pro-
cessing problems [1]. Presently, the phase conju-
gation mirror, based on the self pumped configura-
tion [2] in photorefractive crystals, exhibils
reflectivities as high as 70%, while requiring only a
few tens of milliwatts of optical input power. Thus,
this greatly extends the range of practical applica-
tions of phase conjugation mirrors. In this paper we
will explore its application to a joint transform cor-
relator (JTC). The JTC [3,4) is a powerful image
processor, particularly for pattern recognition appli-
cation, since it avoids the synthesis and alignment
problems of a matched spatial filter. In most coher-
ent image processing applications, the input objects
are required to be free from any phase distortion. The
input objects of a real time optical processor are usu-
ally generated by means of a spatial light modulator
(SLM), however, most SLLMs introduce some sort of
phase distortion. We note that phase distortion can
severely degrade the correlation characteristics in a
JTC. Although liquid gates may be used to compen-
sate the phase distortion to some extent, they can only
remove the external distortion but generaily can not
compensate the internal distortion of the devices.
Furthermore, holographic optical elements (HOE)
may provide another means of phase distortion re-
moval (5], but they have the disadvantages of crit-
ical alignment and cumbersome fabrication.

Another problem common to the JTC, as well as
other coherent correlators, is that the width of the
correlation spot is too broad, and the cross correla-
tion intensity is too high. To improve the accuracy
of correlation detection, the object functions can be
pre-encoded. The inherent nonlinearities in phase
conjugation may be used for this encoding process.
Let us now consider a four-wave mixing JTC, as
shown in fig. . We propose the object beam of the
four-wave mixing is applied to the input of a JTC.
Notice that this configuration would have two major
advantages.

1. The phase distortion due to the input SLM can
be automatically compensated by the conjugated
wavefront.

2. An additional amplitude or phase modulation,
produced by the nonlinearity of phase conjugation,

Laser

[}
Bs, 0.

te 02 [ L)
A

%

)

Fig. |. Experimental setup. BS, Beam splitter; M. mirror; O, ob-
ject: Q, quarter wave plate: A, analyzer: L,, imaging lens; L,,
Fourier transform lens: Py, output plane.

0030-4018/89/$03.50 © Elsevier Science Publishers B.V.
(North-Holland Physics Publishers Division)
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may provide a means of improving the accuracy of
correlation detection.

2. Principle

It is well known that phase conjugation can be pro-
duced with a photo-refractive crystal. With referring
10 the JTC in fig. 1, the readout beam is adjusted be-
yond the coherent length with respect to the writing
beams. In other words, the setup represents a two-
wave mixing configuration with a real-time readout
beam. Notice that the expanded collimated Ar* laser
beam (1=0.5145 um) is divided into three paths.
One is directed toward the photo-refractive crystal
(BSO, 10X 10%2 mm?) by mirror M, and serves as
the reference beam. The second is used to iltumi-
nated the input objects O, and Q,, which are imaged
onto the crystal by lens L,. The third is directed by
mirror M1, M5, M4 and serves as the readout beam.
The reconstructed beam from the crystal is then im-
aged back to the input objects O, and O, for phase
distortion removal, After passing through the input
objects, the beam is then joint transformed in the
output plane P, by lens L,, via a beam splitter BS,.
We notice that a half wave plate Q, between the BSO
crystal and mirror M,, is used 1o rotate the polari-
zation of the readout beam. An analyzer A located
at the front of the output plane is used to reduce the
light scattered from the optical elemeats in the
system.

With reference to the optical configuration of fig.
1, the object beam can be written as

O(x, y) explig(x, y))
=0,(x-b,y) explig, (x=b, y) ]
=0,(x+b,y) explig,(x+b,y)], (1)

where O,, 0,, ¢, and ¢, are the amplitude and phase
distortion of the input objects, respectively, b is the
mean separation of the two input objects, and O,, O,
are assumed positive real. At the image plane (i.c.
the crystal), the object beam is given by

O(x/M,y/M) explig(x/M, y/M) ]
xexp[ik(x?+y?)/2L], (2)

where M represents the magnification factor of the

imaging system, L=s—/, 5 is the image distancc, / is
the focal length of lens L,, k=2nr/4, A is the wave-
length of the light source.

Thus, the reconstructed beam emerging from the
crystal is given by

O (x/M,y/M)exp[ —io(x/M, y/M)]
Xexp[ —ik(x2+y2)/2L ] explif(x/M, y/M}).
(3)

Notice that expression (3) does not represent the ex-
act phase conjugation of expression (2). The am-
plitude distribution of O’ (x, y) deviates somewhat
from O(x, y), which is primarily due to the nonlin-
earity of the BSO crystal [6]. A phase shift 8(x, y)
between the phase conjugation and the recon-
structed beam is also introduced. Later we will <ee
that @(x, y) is dependent on the intensity ratio R of
the object beam and the reference beam. If there is
no voltage applied on the BSO crystal, 6(x, y) would
represent a constant phase of 90°.

As can be seen in fig. 1, the reconstructed beam,
imaged back on the object plane, can be written as

O'(x, y) exp[ —ig(x, y) ] explif(x, y) | . (4)

After passing through the input objects, the complex
light distribution becomes

O(x,y) O (x, y) exp{if(x, y)] . (5)

This expression shows that the phase distortion ¢( x,
y) of the input objects can essentially be removed,
while the additional amplitude and phase modula-
tion due to the nonlinearity of the BSO remain.

3. Phase distortion compensation

The phase distortion of the input objects (i.e. due
to the SLM) can severely degrade the correlation
characteristics. We have computer simulated some
of these effects. The simulations were obtained with
a test input pattern joint correlated with the same
pattern added with random phase noise. We as-
sumed that the random phase noise has a uniform
probability distribution over a phase interval | —o.
o). Fig. 2 shows a plot of correlation peak intensity
as a function of phase deviation a. From this graph,
we see that the normalized peak drop of 0.5 corre-
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Correlation peak value
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osf N

0.0 AN

o 0s 1 1.5 2 28

Maximum phase deviation (radians)

Fig. 2. Correlation peak intensity degraded by phase noise.

X%

Fig. 3. Joint Fourier transform spectra. (3) A pair of input sub-
jects with random noise. (b) Their joint transform spectrum. (c)
The joint transform spectrum with phase compensation.

sponds to a phase deviation of 0.6 radians. In other
words, the phase distortion of a SLM should not ex-
ceed 1/10 wavelength, which corresponds to 0.6 ra-
dians, otherwise the correlation peak would be se-
verely degraded. However, most SLMs do not meet
this requirement.

In order to demonstrate the phase compensation
with phase conjugate technique, a pair of input ob-
jects, shown in fig. 3a, is added with a random phase
plate. Their joint transform spectrum is shown in fig.
3b. Notice that the spectrum is severely corrupted by
the phase disturbances. However, with the phase
compensation technique, the spectrum, obtained with

. the experimental setup described in fig. 1, is rela-
tively free from the disturbance as shown in fig. 3c.

. 73
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Fig. 4 shows the correlation spots reconstructed from
these two cases. For no phase compensation, the cor-
relation spots are heavily embedded in random noise,
as pictured in fig. 4a, while with phase compensa-
tion, the correlation spots can clearly be seen in fig.
4b.

It is, however, necessary to stress the role played
by the imaging lens L,. First, lens L, ensures that all
the light scattered by the input objects can be di-
rected toward the BSO crystal (assume that L, has
a sufficiently large aperture.). Secondly, the recon-
structed beam is not the exact phase conjugated
beam, it has an additional phase modulation 6(x, y).
Thus, it is apparent that if no imaging lens is em-
ployed, the light ray emerging from an arbitrary ob-
ject point would not longer be reconstructed back at
the same point. By using the imaging lens, it ensures
that every light ray emerging from the objects would
be reconstructed back. As long as all the light scat-

-
-
-
-

Fig. 4. Reconstructed correlation spots. (a) Without phase com-
pensation. (b) With phase compensation.
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tered by the phase distortion of the objects are col-
lected by the aperture of L,, the phase distortion of
the objects can be compensated by this technique.
However, if the aperture is not large enough, the high
spatial frequency components of the phase distor-
tion could not be compensated.

4. Pre-encoding

The reconstructed beam, as expressed in eq. (5),
is different from the object function O(x, y). The
additional amplitude and phase factors within the
reconstructed beam can be used for obj ..t pre-en-
coding in a JTC, for which the correlation charac-
teristics can be improved. These factors are depen-
dent on obiect and reference beam ratio R (6], as
defined by

2
R(x,y)= T, (6)

where 7, is the intensity of the reference beam.

The phase modulation 8(x, y) represents the phase
difference between the conjugation of the object beam
and the actual reconstruction beam (see expression
(3)). This phenomenon is due to the interaction be-
tween the writing beams [7]. According to Vahey
(8], the phase deviation between the writing beams
varies along the propagation within the crystal and
can be expressed as

w(z)=w(0)~cotan(¢;) In(w) ) (7)

cosh[Q(0)]
where
Q(z)=2Izsin(¢,)
+1an~'[(I-R)/(1+R)], (8)

T is the coupling constant, ¢, is the phase shift be-
tween the writing interference pattern and the in-
duced index grating, and w(0) is the initial phase de-
viation between the writing beams. This phase
variation would produce grating bending within the
crystal. When a readout beam illuminates the crys-
tal, the reconstructed wavefront from the bended
volume grating would have a phase shift 8(x, y) rel-
ative to the conjugate wavefront of the object beam.
Fromegs. (7), (8) and (6), we notice that this phase
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shift 8(x, v) is dependent on R and directly related
to the object intensity distribution O(x, v). There-
fore the phase modulation 8(x, v) can be utilized to
encode the object functions.

We have computer simulated the effects of pre-en-
coding the object functions in a JTC. Fig. 5 is the
intensity distributions of two objects to be corre-
lated. The autocorrelation curve (for the triangie ob-
ject) and their cross correlation curve are shown in
figs. 6(a) and (b), respectively. We notice that the
wide autocorrelation curve and high cross correla-
tion intensity are not desirable. However, if a phase
encoding (assumed linear, that is 8(x, y) x O(x, y))
is added 1o the objects the correlation characteristics
are improved substantially, as shown in fig. 7, where
the maximum encoded phase 6,,,, is 8§ radians. By
comparing fig. 6 with fig. 7, we notice that the width
of the autocorrelation reduces and the cross corre-
lation intensity decreases. Furthermore, fig. 8 illus-
trates how the autocorrelation width decreases
monotonically as the increase of the linear phase
encoding.

In view of expression (5), object encoding can also
be accomplished with amplitude modulation. It is
obvious that O’ (x, y) is proportional to the diffrac-

N

Fig. 5. Intensity distributions of the object to be corrclated.
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Fig. 6. Correlation without phase encoding. {a) Aulocorrelation
(b) Cross correlation.
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Fig. 7. Correlation with phase encoding, normalized by the cross,
correlation peak intensity in fig. 6. The maximum encoded phase
Omas I8 8 radians. (a) Autocorrelation. (b) Cross correlation.
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Fig. 8. Autocorrelation width (50% down width) decreases with
the increase of linear phase encoding. X axis represents the max-
imum encoded phase 6,,,.

tion efficiency 7 of the phase grating within the crys-
tal. With reference to Ochoa et al. [6], the diffrac-
tion efficiency n of the phase grating in a photo-
refractive material is related to the intensity ratio R
of two writing beams as

R<1. i0}
R>1.

n(x, y)cR,
cl/r,

Thus, different amplitude encoding may be accom-
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plished by controlling the intensity of the reference
beam, for example, edge enhancement, which is a
desirable pre-processing in a JTC [9]. Some discus-
sion for amplitude encoding may be found in ref. [6].

5. Conclusion

Several applications of phase conjugation tech-
nique in a JTC have been investigated. It is shown
that phase distortion in the input objects (due to
SLLM) in a coherent image processing system can be
efficiently compensated by using phase conjugation
technique. The additional amplitude or phase mod-
ulations produced by the nonlinearity of phase con-
jugation can be utilized to pre-encode the object
functions, for which correlation characteristics can
be improved. Computer simulations indicate that
phase pre-encoded objects improve the accuracy of
correlation detection, which is resulted from smaller
autocorrelation spots and lower cross correlation in-
tensity. This encoding technique would find appli-
cation to the research of dynamic pattern recogni-
tion and robotic vision.
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We present a novel method for obtaining the phase distribution of an object spectrum by using a fringe-scanning
phase-conjugate interferometer. A detailed analysis of the proposed technique is provided, and experimental
demonstrations for validating this technique are also given. The major advantages of this method are its potential-
ly high accuracy and its low space-bandwidth-product requirement for the detection system.

Any object function O(x, y) can be represented in the
Fourier frequency domain as |O(u, v)lexp[is(u, v)],
where (u, v) is the spatial-frequency coordinate sys-
tem. However, in many applications the phase distri-
bution ¢(u, v) is more important than the amplitude
information |O(u, v)|. To measure the phase distribu-
tion of an object spectrum, an interferometric method
that uses a reference beam may be used. There are
two general types of reference beam that can be em-
ployed for this purpose: (1) a reference beam having a
uniform amplitude and phase distribution (e.g., an
oblique plane wave) and (2) a phase-conjugated object
spectrum. Thus, in the first case, a problem of fringe
contrast variation exists because of the nonuniform
object spectrum. On the other hand, by using a
phase-conjugate spectrum as the ref:rence, uniform
contrast fringes can be obtained. However, since the
measured phase is 2¢(u, v), a  phase ambiguity prob-
lem exists.

In a recent paper! Xu proposed a joint transform
configuration that uses a conjugate reference beam for
the phase measurement, in which the intensity of the
real part and the imaginary part of the object spec-
trum can be obtained. The method has some draw-
backs. First, his technique introduces a carrier fre-
quency that requires a higher space-bandwidth-prod-
uct detection system. Second, the signs of the real
and the imaginary parts of the object spectrum cannot
be uniquely determined, resulting in four ambiguous
phase values. Third, the phase measurement is de-
rived primarily from two intensity distributions and is
vulnerable to system noise.

In this Letter we describe a technique that uses a
fringe-scanning phase-conjugate interferometer?
(PCI) for the phase measurement of the object spec-
ttum. One of the advantages of using a PCI is the
elimination of carrier frequency, for which a low
space-bandwidth detection system can be used. With
2 PCI the output interferometric pattern is not affect-
ed by the variations of the optical path difference.
Therefore it is not sensitive to turbulence and is capa-
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ble of self-aligning. To improve the accuracy of the
measurement, a fringe-scanning method is introduced
into the system. In a PCI, however, fringe scanning
cannot be achieved by changing the optical path dif-
ference, as in conventional fringe-scanning tech-
niques. Inarecent paper Wu et al.? suggested a polar-
ization-encoding method that we will apply for fringe
scanning in the PCI.

Figure 1 shows the proposed experimen:al setup.
The light source is a 45° linearly polarized collimated
Ar* laser beam (A = 488 nm). A Bi;3S04 (BSO)
crystal is used as the phase-conjugate mirror. Two
pumping beams are derived from beam splitters BS,
and BS,, respectively, and then directed toward the
BSO crystal at opposite directions with mirrors M~

Fig. 1. Ezxperimental setup for phase measurement. M's,
mirrors; BS's, beam splitters; PBS, polarizing beam splitter;
L's, lenses; Q, quarter-wave plate; A, analyzer; MS, micro-
scope; CCD, charge-coupled device camera.
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Fig. 2. Orientation of polarizing components: P,, P,, S
and P polarization, respectively; Q,, @, slow and fast axes,
respectively, of the quarter-wave plate; A, analyzer.

M;. The beam reflected by M, is split by the polariz-
ing beam splitter PBS. The resulting beams illumi-
nate the object transparencies O(x, y) and O(-x, —y)
and are directed toward the BSO crystal by mirrors Mg
and Mg, respectively. Thus two phase-conjugate
beams emerge from the BSO crystal, retracing the
input paths to be combined by the polarizing beam
splitter as the output of the PCI. In the PCI ail phase
distortions are automatically compensated for. No-
tice that an object transparency O(x, y) is placed in
one arm of the interferometer, and its antisymmetric
copy O(—zx, —y) is placed in the other arm. {[A change
of relative position between O(x, y) and O(—x, —-y) in
the PCI would only introduce a linear phase factor to
the object spectrum and is equivalent to a change of
the object origin.] Thus the corresponding object
spectra O(u, v) and 0*(u, v) are present at the back
focal plane of lens L.

With reference to the PBS, two output phase-conju-
gated beams, in the two arms of the interferometer, are
orthogonally linearly polarized. The corresponding
output spectra can be expressed in a Jones vector as

[ O(z, y) ]E[IO(u.v)leprcb(u,v)l ] a0
O(=z,=y)]  [10(u, v)lexp[=jo(u, v)]

The quarter-wave plate Q in Fig. 1 is at a 45° (angle)
orientation, as shown in Fig. 2. The Jones vector
behind the quarter-wave plate Q can then be written
as

j 1 e!PU‘i’(u' U)]
[l ]] IO(“! U)I [exp[—j¢(u. U”]

b g
. cos[d>(u, v) + Z]

= 2|0(u, v)lexp (J I) < (2)
sin{d,(u, v) + ﬂ

The corresponding intenasity distribution at the back
focal plane of Lj, behind the analyzer, can be ex-
pressed as

I(u, v, 8) = 2|0(u, v)I}1 - sin[2¢(u, v) - 26]), (3)

which represents an interferometric pattern, where 8
is the orientation angle of the analyzer (see Fig. 2).
From this result, we see that an additional phase con-
stant (i.e., 20) is introduced. It is apparent that, by
rotating the analyzer, fringe scanning of the interfero-
metric pattern can be obtained.

By referring to the conventional fringe-scanning
techniques,* one may derive the phase distribution
from the intensity variation with 0, [(u, v, 8):

(4)

2¢(u, v) = tan™! [&'ﬁ»_ﬂ]

Alu, v)
where
Alu, v) = n7l0(u, v)|? cos[ 26y, v)]

= [ ) Hu, v, B)sin 20d0O,
Jo

B(u, v) = nxlO(u, v)I? sin[24(u, v)]

= ] " Iu, v, ©)cos 20,6, 5)
]

and n is an integer. In practical measurements, in-
stead of performing the continuous integration, one
uses discrete summations. This can be expressed as

00

45°

g0°

135

Fig. 3. Output fringe shift with reapect to the analyzet
orientation angle.
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Fig. 4. Implementation of an electro-optic birefringence
modulator (E-O BM). Other abbreviations as in Fig. 1.

A(u,v) = z I(u, v, 8,)sin 29,

i=l

B(u,v) = Z I(u, v, ©;)cos 26, {6)

(LT

where 6; = ix/m and m is the number of summation
steps. The fringe-scanning technique reduces four
ambiguous phase values to two.

In order to demonstrate the principle of the pro-
posed technique, a rectangular aperture with a small
displacement from the optical axis in the horizontal
direction [i.e., O(x, y)| is used as the object. Its anti-
symmetric copy, O(~x, —=y), is in fact the same aper-
ture but with the displacement in the opposite direc-
tion from the optical axis. Figure 3 shows the output
interferometric patterns obtained with this proposed
PCI, with different angular orientations of the analyz-
er. Because the diffraction efficiency of our phase-
conjugate mirror is low, the sidelobes of the object
spectrum cannot be seen clearly in the pictures. We
noted that the interferometric fringes are linearly
shifted with the changing of 8. This indicates that
the phase of the object spectrum is a linear distribu-
tion. The period of the fringe shifting with O is 180°.

One of the striking features of the fringe-scannir.:
technique in the PCI is its invulnerability to noise.
Let us now look at the standard deviation of the phase
error due to noise, as given by*

1
yms/n

where s/n is the output intensity signal-to-noise ratio.
From this equation we see that phase error o4 de-
creases as the summation steps increase,

To increase the measurement speed, an electro-op-
tic birefringence modulator can be used between the
PBS and the transform lens L3, as illustrated in Fig. 4.

(1)

Instead of rotating the analyzer, one can dramatica
increase the measured speed using an electro-opti-
modulator. We now assume that the electro-opt
modulator introduces a birefringence phase shift a.
The right-hand side of Eq. (1) can now be written as

(lO(u. v)lexplid(u, v)) )
|O(u, v)lexp|~js[(u, v) + al}

Thus Eq. (3) becomes

I(u,v, 9, a) = 2i0(u, v)I}|L - sin|26(u, v) — 26 — a).
9

From this equation we see that, by simply changing
the modulation angle a, we can accomplish rapid
fringe scanning.

It is well known that all fringe-scanning techniques
require certain computations. From Egs. (6), the
number of multiplications required is 2mn?, where n?
is the number of sampling points over the spectrum
plane. If a digital fast-Fourier-transform algorithm
were used, the required number of multiplications for
n X n input data would be of the order of 4n? log; n.
This does not, however, appear to be significantly dif-
ferent from the number of multiplications 2mn?. In
the fringe-scanning method the factors to be multi-
plied are fixed to only a few values. Instead of per-
forming real-time multiplications, one can use a data
look-up table to speed up the computational process.
Moreover, the spectral content of the object in the
Fourier plane is concentrated mostly in some specific
regions. It is generally not necessary to compute the
phase distribution over the entire n X n points. In
other words, the computation can be selected based on
the spectral intensity distribution; thus the amount of
computational time can be substantially reduced.

(8)
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ABSTRACT

An adopure hybrid optical reural network wsing a high resolunom tideo
monitor as a progranimable assocrati e menvry ax proposed  This arche-
tecture is capuble of implementing larger number of neurons watlt higher
dvnanuc range The proposed syvitem can he vperated v a hieh speed
asynchronous mode with parullel foedback leop The orth gonal proyec-
tion algorithen as applied ta the propased sysiens (o increase the error
correciion ability is given.

I. INTRODUCTION

In recent years attention has heen drawn to the problems
concerning optical implementation ol ncural networks Re.
cently, a two-dimensicnal (2D} eptcal ncural network has
been synthesized by Farhat and Pealtic, for which they used
the basic concept ol vector-matrix optical procescing [1] This
optical neural network is compoced of a lincar array of 1LEIDs
as an input device, which is interconnected to a weighting
mask by a lenslet array To provide the network with <clf-
organizaiion anad learning capabilities, a programmable spatial
light modulator (SLM) with fine re<olution and a large num-
- ber of distinguishable grav levels is needed a< an intcrconnee-
tion weight matrix (1WA} However, cutrently available SLMs
have small space-bandwidth products and limited grav levels,
making it diflicult to implement such an optical neural net-
work.
In this paper, an optical architecture is propoced, in which
a high resolution video monitor is used as a programmable
weighting matrix as well as an incoherent lig't cource The
major advantages of this proposed architecture -~ that it
alleviates the drawbacks of Inw reselution and poor 'viramic
. range of the existing SLM< To further increase the ctror-
correction ability, an orthogonal prajection (OF) algorithm is
introduced Fxperimental and computer cimulated demonstra-
tions for image reconstruction are provided
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Il. HOPFIELD MODEL

A model to describe the collective behavior of the neural
network, based on the associative process of the human brain,
bas been introduced by Hopfield {4]. His model consists of a
set of interconnected neurons that operates in a binary state.
The output from each neuron is assumed dependent on the
output from the neighboring neurons, in which the operation
can be described by the following iterative formula:

N
U,(H) - Z 1:/Vj(") (l)

=1

Vi(n +1) = f(v,(n))
where f(-) represents the threshold operation, i.c.,
e ={

x20
x<0 (2)

T,, is the strength (i.e., weight factor) of connection between
ith and jth neurons, ¥, (n) is the input value to jth neuron,
N represents the total number of neurons in the network, and
n denotes the number of iterative operations.

The Hopfield model begins by storing a set of input-out-
put vector pairs (U™, V™), m=1,2, .., M, in a neural
network with the aid of reorganized connections, where vec-
tors U™ and V'™ are N bits long, corresponding to the
number of neurons in the network. Thus the storage prescrip-
tion can be expressed by a collection of outer-product vectors,
as given by

M
(m) _ (m) _ . R
7. @m0 o) e
0 im)

In the case of identical input-output vector pair (V™) p(m),
T,, can be used to retrieve the stored veclor from an incom-
plete or partially erroneous input V’. The thresholded product
vector can be written as

N
V.‘/(E T.,V,’) (4)

Lenslet Array

ij T12|]J <o Tmu

TNﬂ] ot TNNI,’

Figure 1 Partition of a 4-D weight matrix T,,,, into an array of 2-D
submatrices Ty, . Tyy,,. -~ .and Ty,

Notice that Eq. (4) can be used to estimatc the target vector V
similar to the input vector V', for which we have used the
Hamming distance as a criterion. If the output vector is fed
back, a more accurate vector may be obtained: we have
assumed that the iteration would converge to the corizct
vector for a stable network.

Sirmularly, for a 2-D neural network of N X N neurons, the
Hopfield model can be written as

N N
ve = L L TV, (n) (5)

t=] gy

Vi(n + 1) = f(v,)

where V,, and V, represent N x N 2-D vectors and T}, is
an NI x N?4.D IWM (1] Matrix T can be partitioned into
an array of 2-D submatrices, in which each submatnx is an
N X N array, as depicted in Figure | Thus a 4-D IWM can
be represented by an array of 2-D submatrices.

IIl. AN ADAPTIVE OPTICAL NEURAL NETWORK

In a 2-D N X N neural network, the I'VM requires an SLM
of N* elements with multiple gray levels. However, such SLMs
are not quite available at present time.

Ferro- Photo-

Electric !Maging  petacior
sLm  -ens Array
Interface i Threshold

Figure 2 Schematic diagram of an adaptive optical neural network
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Video Lenslet
Monitor Array

Input Output
Device Detector

Figure 3 Side view of the optical neural network

We shall now propose an adaptive optical neural network
in which a high resolution video monitor is used to display the
interconnection weight matrix T and at the same time to
provide the light source for the processing operation, as
sketched in Figure 2. Notice that the proposed system differs
from the matrix-vector processor of Farhat and Psaltis (1] in
that the locations of input array and weighting matrix mask
are interchanged. This arrangement makes it possible to use a
video moanitor as the IWM instead of using a low resolution,
poor dynamic range SLM. A lenslet array consisting of N X N
small lenses is used to establish the optical interconnections
and a moderate sized programmable SLM with N X N binary
pixels is used as the input device. As illustrated in Figure 3,
the light beam emitted from each block of the TV screen
passes through a specific lens of the lenslet array and is
imaged onto the input device (i.e., SLM). The light field
behind the SLM is then imaged onto the vutput plane by a
imaging lens that can be picked up by a photodetector array
(i.e., CCD). Thus it forms an N X N output array, which
represents the product of the 4-D matrix T and the 2-D input
array.

To construct a closed loop neural network, the output
signals from the detector array are fed back to the input SLM
via a thresholding circuit. By programming the interconnec-
tion weight matrix with a computer, the optical neural net-
work can be made adaptive.

A ferroelectric SLM would be a satisfactory input device of
the system, since its contrast ratio is as high as 500:1.
Moreover, the SLM is parallel addressable — the detector ar-
ray and the input array can communicate in parallel. Thus the
whole electrooptical feedback loop can be established in a
completely parallel fashion. This arrangement allows the sys-
tem to work at a high speed and in an asynchronous mode.
Although the interconnection weight matrix (i.e., the video
monitor) works at a relatively low speed, it is however not
required for the programming speed to match the iteration
speed in the loop. Video monitors with 256 gray levels and
1024 x 1024 pixels are commercially available. Based on this
data, one may build a hybrid optical neural network of
32 X 32 (i.e., 1024) neurons using the commercially available
video monitor.

IV. EXPERIMENTAL DEMONSTRATIONS

To show the feasibility of the proposed architecture, an opti-
cal neura) network with 8 % 8 (i.e., 64) neurons has been built

using a Panasonic black and white video monitor of 384 x 512
pixels as the weight matrix. A Seiko liquid crystal TV (LCTV)
is used as the real-time input device in the system. An 8 x 8
lenslet array is constructed to provide the interconnections
between the memory matrix and the input object. The output
signals are picked up by a CCD array detector and then sent
to a microcomputer for the thresholding operation. A Data-
Cube AT-428 image capture and display module is used to
provide the interfacing between the microcomputer, CCD,
LCTV and video monitor.

Figure 4 illustrates an image reconstruction process using
the optical neural network described. With reference 1o the
Hopfield model [i.e., Eq. (3)], three capital letters “A™, “B",
and “X" are stored in the interconncction weight matrix T
Each of these letters occupies a 8 x 8 array pixels, as shown
in Figure 4(a). In our experiments, the positive and the
ncgative parts of T arc scquentially displayed on the video
monitor, as shown in Figures 4b) and (c). respectively An
imperfect object of letter “ X" is applied at the input SLM. as
shown at the left side of Figure 4(d). By scquentially display-
ing the positive and the ncgative parts of 7 onto the video
monitor, the output images are captured by the CCD camera,
which is then sent to the microcomputer for subtraction and
thresholding operations. Thus, a recovered pattern can be
obtained, as shown in the right side of Figure 4(d) Necedless
to say, the positive and negative parts of T can be added with
a bias level to avoid the negative quanuty and a single step
operation can be achicved by thresholding the output signals.

V. ORTHOGONAL PROJECTION (OP) ALGORITHM

Although the error-correction ability of the Hopfield model is
rather effective, its correction ability decreases rapidly as the
number of stored patterns increases. In order to obtain the
desired results, the number of stored vectors M in the
Hopfield model must be sufficiently smaller as compared with
the number of neurons N, i.e, M < N/4In V. as pointed out
by Farhat et al. (3], and each stored vector should also be
independent. However, in practice, the stored vectors are
generally not independent: this may produce some ambiguous
results. In computer simulation, we have uscd an orthogonal
projection algorithm to improve the error-correction abilitv of
the Hopfield model. The OP algorithm is described in the

following:
Consider an N-dimensional vector space. in which there
are M vectors V'™ m = 1,2,. . M. of ¥V hits in length.
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This set of vectors {¥‘™} will construct a weight matrix T.
The basic concept about the OP algorithm is to project each
vector V™) in the vector set (V™) to the orthogonal
subspace spanned by the column vectors V™, m =
1,2,....,my, — 1. The orthogonal projection vector can be
obtained from a Gram-Schmidt orthogonalization procedure
[11]), such as

my—-1 {m) {(m)
poimei o pime) _ oz (_V__'_V.—)
=)

me=]

ve(m)  (6)

where (V!™), V*{™} denotes the inner product of two vectors
V™ and V*™, and ||V*™|| is the quadratic vector norm of
et

For a given matrix T~V the recursive algorithm for the
associative memory matrix T!™ can be expressed as

aim)’
T(m—l) + (U(m) - T(m—l)ylm))
- vy
T = for "V-(m)" #®0 (7)
T(m-l)
otherwise

where U™ stands for the desired output vector. The initial
memory matrix T'® can be either a zero or an identity matrix.

Using the OP algorithm as described, computer simula-
tions have been conducted and the results obtained are shown
in Figure 5. Four letters, “A™, “B”, “W,” and *“ X" are used as
the reference patterns, as shown in Figure 5(a). By applying
Egs. (6) and (7), the weight matrix T is constructed. Figures
S(b) and (c) illustrate the reconstruction of the letter X"
from a partial image, by using the OP algorithm and the
Hopfield model, respectively. The irput pattern is a small
portion of pattern X, which is displayed on the left side of
Figures 5(b) and (c). respectively. The successive patterns, as
displayed in these figures, represent the output of successive
iterations. Under the same conditions, the OP algorithm is
more robust and has a higher convergent speed than the
Hopfield model, as can be seen in these figures In this
example, the OP algorithm requires only one iteration [see
Figure 5(a)], while the Hopficld model converges after three
iterations [see Figure 5(b)}.

Vi. DISCUSSION

The advantages of using a video monitor as the memory
matrix are its high resolution (e.g., 1024 x 1024 pixels), large
dynamic range (about 256 gray levels), and low cost. A further

¢

’-\f.\.-"-'.'r-_ ‘--'
- ¢ alle
¢\ - '1 Y Tyt !:‘.

td)

Figure 4 Expenmental result of an image reconstruction process (a) Three capital letters 10 be stored 1n the weight matrix (hy and (©)
Positive and negative weight matnx of Hopfield model (d) Reconstruction of patiern X by using the opuical neural network
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(a)

(b)

(c)

Figure 5 (a) Four letters to be stored in the weight matrix. (b) and (c) Reconstruction of pattern A by using both the OP algorithm and

the Hopfield model, respectively

development of high-definition TV technology would enable
us to build an even larger neural network with higher speed.
Currently, integrated optics technology may provide us with a
microlens array containing 30,000 interconnections on a glass
substrate [14]. Given the addressing time of the ferroelectric
SLM on the order of 10™% s and TV frame rate of 30 frames
per second, the operation speed of the proposed system, with
1024 fully interconnected neurons, can be as high as 10° x
1024 x 1024 = 1.05 x 10" interconnection operations per
second, and the learning process would have a speed of
30 x 1024 x 1024 = 3.146 x 10’ operations per second.

Notice that modifications of the Hopfield model. such as
the orthogonal projection and the multilevel recognition algo-
rithms have been applied in the proposed system. This pro-
posed neural network can also be used 10 implement multi-
layer self-learning algorithms and high-order neural networks,
as will be discussed in our forthcoming papers.
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ABSTRACT

A theoretical model 1s presented for the analysis of mucrostrip multicon-
ductor structures embedded in amsotropic lossless nonmagnetic multiuy-
ered dielectric media with finue strip thickness. The model reduces tire
thick conductor problem to the thin strnip case. Calculations are made n
the spectral domain. Numerical results are given and compared with
published daia.

I. INTRODUCTION

The TEM transmission-line properties of a microstrip on
anisotropic lossless nonmagnetic multilayered substrates can
be characterized by threc parameters: the capacitance C, the
capacitance without the substrate C, and the senes resistance
R. The solutions for C and C, are usually obtained by
supposing that the strip is infinitely thin. However, strip
thickness may have an important influence on the values of C
and C,, especially in MMICs and MICs using thick film
technology Also, the thickness of metallizations must be
taken into account to determine the series resistance R by
using the incremental-inductance rvle [1).

Several general methods are currently available to solve the
problem of the thick strip on multilayered substrate, such as
the finite-element method (2], the network analog approach
(3}, and the finite difference method [4]. In spite of their
generality, these methods involve, in many cases, an extremely
large computation time and so they may not be suitable to be
put into a more general design or analysis program. There are
also other useful methods when simple substrates are to be
considered. These methods can be divided into two general

*This work was supported by the Conserjeria de Educacion v Ciencia
de la Junta de Andalucia. Span
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types: the integral equation methods (5, 6] and the approxi-
mate conformal mapping techniques [7]. For a more general
structure including anisotropic and multilayered diclectric me-
dia, it may be rather difficult to apply these methods even if
strip thickness is neglected. In this paper, we present a new
model to study the influence of metallization thickness on the
characteristic paramecters of planar transmission lines. This
model is applied to the analysis of a single microstrip on an
anisotropic lossless nonmagnetic multilayered substrate.

iIl. THE M-STRIPS MODEL

Figure 1(a) shows the cross section of the generic subject line
and Figure 1(b) shows the model suggested. In this model, the
thick strip has been removed and replaced by a set of M
infinitely thin strips; the charge is allowed to flow among them
until the strips reach the same potential.

These structures are equivalent when the number of strips
M goes to infinity. When M is a finite number, the electric
energy of both, the real structure and the model, is only
similar. Dealing with this model we can use the methods
previously developed to compute the transmission-line param-
eters when the thickness of metallization is neglected (thin
strip case).

11.1. Method of Analysis

a. Vanational algorithm. In the spectral domain, the electne
energy per unit length of the structure shown in Figure 1(b),
can be expressed as a function of the charge densities on the
conductors as

v~ T ¥

1=l j=] "

x

9°(B)G, (B)q,(B)dB (1)

where g,(B) is the Fouricr transform of the charge density on
the ith strip a,(x) and G,,(B) is the Fourier transform of the
Green's function G(x, x"; ¥, 1'), where ' = Oand 1. v/ the
coordinates of the /th and ;th strips. respectively

The expression given in (1) for encrgv i~ variational The
equivalencs between the encrgy of the real and the model
structure when M goes to infinity is guaranteed by the addi-
tional condition

M

L aton-1 (

- W,

L]

)

=1

The total charge on the sinps is Q = |
The charge distribution on cach strip 1s now represented by
a set of functions in the following way

N,

q(x) = Za;r;(‘) (2]

A=0

where [} (x) are the tnal functions and o) are vamational
coefficients to be computed

A mathematical requircment 1s now imposcd on the trial
functions in order to simplify the problem:

f'/z F(c)du =8, (4)
2
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Two-dimensional programmable optical neural network

Taiwei Lu, Shudong Wu, Xin Xu, and Francis T. S. Yu

A 2-D hybrid optical neural network using a high resolution video monitor as a programmable associative
memory is proposed. Experiments and computer simulations of the system have been conducted. The high
resolution and large dynamic range of the video monitor enable us to implement a hybrid neural network with
more neurons and more accurate operation. The system operates in a high speed asynchronous mode due to
the paraliel feedback loop. The programmability of the system permits the use of orthogonal projection and
multilevel recognition algorithma to increase the robustness and storage capacity of the network.

I. Introduction

In recent years attention has been paid to problems
concerning the optical implementation of neural net-
works.!-10 A 2.D optical neural network has been
synthesized by Farhat and Psaltis, for which they used

the basic concept of vector-matrix optical processing.! .

This optical neural network is composed of a linear
array of LEDs as an input device, which is intercon-
nected to a weighting mask by a lenslet array. To
provide the network with self-organization and learn-
ing capabilities, a programmable spatial light modula-
tor (SLM) with fine resolution and a large number of
distinguishable grey levels is needed as a weighting
mask. However, the currently available SLMs gener-
ally have very limited space-bandwidth products, few-
er grey levels, and high cost, which make it difficult to
implement such an optical neural network.

In this paper, we propose an optical architecture in
which a high resolution video monitor is used to dis-
play the interconnection weight matrix (IWM). The
video monitor also provides the incoherent light source
for processing. This proposed optical neural network
alleviates the low resolution and limited dynamic
range problem for generating the IWM encountered in
previous investigations. To increase further the error
correction and system storage capacities, orthogonal
projection (OP) and multilevel recognition {MR) algo-
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rithms are used. Experiments and computer simula-
tions of pattern reconstruction using the proposed op-
tical neural network are provided.

Il. Description of the Hopfield Model

Based on the process of association by which the
human brain stores information, various models have
been introduced to describe the collective behavior of a
neural network. Among them, the Hopfield model'! is
a single layer neural network with an outer product
learning algorithm, which can also be found in the
earlier literature.12.13

The Hopfield model consists of a set of neurons
which are mutually interconnected. He assumed that
each neuron operates in a binary state. The output
from each neuron depends on the output of the neigh-
boring neurons. With this assumption, the operation
of aneuron can be described by an iterative formula, as
given by

N
Vin+ D) = floml, uin) = N T,V i), (v

1=t
where f(-) represents the threshold operation, namely,

1. x=0,
ftz) = {—1. <o (2
In Eq. (1), T, is the strength or the weight factor of the
connection betweer. the ith and jth neurons, and V,(n)
is the input value to the jth neuron for the nth itera-
tion, N represents the number of neurons in the net-
work, and n denotes the number of iterative opera-
tions.

Note that the Hopfield model begins by storing a
set of input-output vector pairs [U'™ V™| m =
1,2, ... ,Min aneural network with the aid of reorga-
nized connections. Vectors U'™ and V'™ are N bits
long, which equals the number of neurons N in the
network. The storage prescription can be expressed
by a collection of outer product vectors, such as




M
> Vi - neu -1), i),
me]

0, i=j.

T, = &)

In the case of an identical input—output vector pair
[Vim V™)) T:: may be used to retrieve the stored infor-
mation about a certain vector V’, which is incomplete
or partially erroneous. The thresholded product vec-
tor can be written as

N
V= ,(Z T,,.v;) . “
Jj=1

This relationship estimates the target vector V that is
most similar to the input vector V. The Hamming
distance is used as a measure of their simiiarity. If the
output vector is used as the next input vector (i.e., first
iteration), the new output vector would be closer to the
stored vector, where we assume that the iteration
would converge to the correct vector in a stable net-
work.

For a 2-D neural network with N X N neurons, the
Hopfield model can be extended to the following form:

N N
Var + D = fow),  va= Y D TuVin), 5
ie] ju}
where Vi, and V;; represent 2.D vectors (i.e., patterns)
and Tyij is a 4-D interconnection weight matrix.!

We note that matrix T can be partitioned into an
array of N X N submatrices, and each submatrix has an
N X N size, as depicted in Fig. 1. Thus we see thata 4-
D memory matrix can be easily extended by arrays of
2-D submatrices.

W. Hybrid Optical Neural Network

The major difficulty in implementing 2-D neural”

networks is the actual construction of the weighting
matrix T using real time SLMs. For an N X N neural
network, the weighting matrix requires an SLM of N*
elements with several grey levels. However, the cur-
rently available SLMs provide poor resolution and a
limited number of grey levels, which limit the process-
ing capacity of the neural network.

We propose a programmable optical neural network
in which a high resolution video monitor is used to
display the IWM,!4 as shown in Fig. 2. This proposed
system differs from the matrix-vector processor of
Farhat and Psaltis, in which the positions of the input
SLM and IWM have been exchanged. We note that
this arrangement makes it possible to use a video moni-
tor for associative memory matrix generation instead
of a low resolution and low contrast SLM. Again a
lenslet array consisting of N X N small lenses is used to
establish the optical interconnections between the
IWM and input patterns, where a moderate sized SLM
with V X N binary pixels serves as the input device.
As depicted in Fig. 3, the light beam emitted for each
submatrix from the video screen would be imaged by a
specific lens of the lenslet array onto the input SLM.
Thus N X N submatrices would be added to the input
device. Theoverall transmitted light can be imaged at

Tllij Tl2ij TlNii

TNlij o7 TNNij

Fig. 1. Partition of a 4-D matriz Ty,; into an array of 2-D subma-
trices Tn.,, Tm,,, ey and TNNI['

Video Monitor  Lensiet Arcay EF':::"?‘C Imaging szmg;m

SLM Lens Array

)

- T
Intertace Threshoid i

o

Fig. 2. Schematic diagram of a hybrid optical neural network.

Video Lenslet Input Qutput
Monilor Array Device Detecter
&

Fig.3. Optical arrangement of the neural network.

the output plane to form an N X N output array, which
represents the product of the 4-D matrix and the 2-D
input pattern. Needless tosay, the output pattern can
be picked up by an N X N photodetector array for
thresholding and feedback iterations.

To form a closed loop neural network operation, the
output signals from the detector array are fed back to
the input SLM via a thresholding circuit. It is appar-
ent, by the intervention of a computer, that the pro-
posed optical neural network can be made adaptive.

We propose that a ferroelectric liquid crvstal SLM
be used as the input device nf the system. According-
ly, its contrast ratio can be as high as 125:1.1" 7 Since
the SLM can be addressed in parallel, the detector and
input arrays can communicate in parallel. Thus the
electrooptic feedback loop can be performed in a com-




pletely parallel manner. This arrangement would al-
low the system to operate in a high speed asynchronous
mode. Thus the sequential electronic bottleneck can
be alleviated to some extent with the feedback loop.
Although displaying memory matrices using a video
monitor is relatively slow, the programming speed of
the IWM is not required to match the iteration speed
in the feedback loop. Accordingly, 1024- X 1024-pixel
video monitors are available commercially, for which it
is possible to build a hybrid optical neural network
with 32 X 32 (i.e., 1024) neurons.

The resolution requirement of the lenslet array is
modest. Anarray of 32 X 32 lenses, each with a diame-
ter of 2.5 mm, can provide at least 10 times the resolu-
tion of a commercial TV monitor, which has a resolu-
tion of ~3 lines/mm.

However, alignment of the optical system is rather
critical for the matrix-vector operations. The subma-
trices on the T'V screen must be precisely imaged onto
the input SLM by the lenslet array in a superimposing
position. Since the proposed optical neural network is
essentially a closed-loop feedback system, the precise
alignment can be corrected by adjusting the position of
each submatrix on the TV screen using the computer.
The intensity of the TV screen can also be adjusted.
Thus the proposed optical system can indeed perform
in an adaptive mode.

V. Experimental Demonstrations

To demonstrate the feasibility of the proposed ar-
chitecture, a 2-D optical neural network with 8 X 8 (i.e.,
64) neurons has been built. The experimental setup is
shown in Fig. 4. A Sony video monitor of 384 X 512
pixels is used to generate the associative memory ma-
trix. An 8 X 8lenslet array (f = 125 mm, ¢ = 15 mm)
that provides the interconnections between the memo-
ry matrix and input SLM is constructed. The output
signals are picked up by a Fairchild CCD camera and
then sent to a microcomputer for thresholding opera-
tion. A Data-Cube AT-428 image capture with a dis-
play module is used to provide the interfacing among
the microcomputer, input SLM, CCD detector, and
TV monitor. We have used a transparency instead of
a ferroelectric SLM for the preliminary experimental
demonstrations. Note that a Seiko liquid crystal tele-
vision (LCTV) built with thin film transistor (TFT)
technology has also been used as a real time input SLM
in our later experiments.

Figure 5 illustrates an image reconstruction process
based on the system described above. With reference
to the Hopfield model [i.e., Eq. (3)], four letters, A, B,
W, and X, are stored in the memory matrix T. Each
letter occupies an 8 X 8 array pixel, as shown in Fig.
5(a). The positive and negative parts of the memory
matrix T are shown in Figs. 5(b) and (c), respectively.
As depicted in Fig. 5(d), an imperfect image of A is fed
to the input SLM of the aystem [sce the :eftmost pat-
tern in Fig. 5(d)]. The positive and negative parts of
the memory matrix are sequentially displayed on the
video monitor using the microcomputer. The positive
and negative output images are picked by the CCD

Fig. 4. Experimental setup. Left to right: TV monitor, 8 x 8
lenslet array, LCTV, imaging lens, and CCD camera.
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(d)

Fig. 5. Experimental result of an image recunstruction process:

(a) four capital letters stored ir the memory mask; (b), (c) positive

and negative memory masks of the Hopfield model; (d) reconstruc-
tion of pattern A by using the optical neural network.

camera and then sent to the microcomputer for sub-
traction and thresholding operations. Thus a partial-
ly recovered pattern is obtained at the output end, as
shown in the middle of Fig. 5(d). Since the output
pattern is not quite complete, this pattern is fed back
to the input SLM for another iteration, a more com-
pletely recovered pattern can be found at the output
plane, which is depicted on the right-hand side of Fig.
5(d). Needless to say, the positive and negative parts
of T can be added with a bias level to avoid the nega-
tive quantity, in which a single step operation can be
achieved by properly thresholding the output signals.



V. Orthogonal Projection Aigorithm

The error correction ability of the Hopfield model is
effective with the assumption that the stored vectors
are significantly different. The correction ability de-
creases rather rapidly as the number of stored patterns
increases. To obtain the desired results, the number
of stored vectors M in the Hopfield model should be
sufficiently smaller than the number of neurons in the
network, as pointed out by Farhat et al.,2i.e.,, M < N/4
InN. However, in practice, the stored vectors are gen-
erally not independent, and some ambiguous output
resuits.

We note that orthogonization techniques have been
used in associative memory and digital image process-
ing.1215 In this section, we use the orthogonal projec-
tion (OP) algorithm to improve the error correction
ability of the optical neural network.

The OP algorithm can be described as follows:

Let us consider an N-dimensional vector space con-
sisting of a set of M vectors V'™, which will be used to
construct an interconnection weight matrix T. The
basic concept of the OP algorithm is to project each
vector Vimo) within the vector set {V(™)] onto the or-
thogonal subspace spanned by the independent vec-
tora V*m m =12, ... ,my—1. The orthogonal pro-
jection vector can be described by the Gram-Schmidt
orthogonalization procedure, '® such as

Mo m
yo'mo oyl Zl _[_V""_’,v" i yeim (6)
Ve '

mel

where (V™ V#(m)] denotes the inner product, and
|V*(m)| is the norm of V*(m),

Hence, for a given matrix T~1), the recursive algo-
rithm for the associative memory matrix T‘™ can be
expressed as

m T
m=1) 4 (Ui — Tim-Dytmi] vem
- v

TN, otherwise,

» for JV*™} =0,

(7)

where U™ stands for the desired output vector, and
the initial memory matrix T'? can be either a zero or an
identity matrix.

Using the OP algorithm described above, computer
simulations of the proposed optical neural network
have been conducted, and the result is in Fig. 6. Note
that four capital letters, as in Fig. 5(a), are used for the
reference patterns. By applying Eqs. (6) and (7), the
associative memory matrix T is constructed, for which
the positive and negative parts of T are shown in Figa.
6(a) and (b). The reconstruction of a partial pattern
of letter A by using the OP algorithm and Hopfield
model is shown in Figs. 6(c) and (d), respectively. The
successive patterns in these figures represent the
successive iterations. Thus we see that the OP algo-
tithm is generally more robust and has a higher conver-
gent speed compared with the Hopfield model. Fur-
thermore, in this example the OP algorithm requires
only two iterative operations to obtain the correct re-

(d}

(c)
Fig. 6. (a), (b) Positive and negative memory masks of the OP
algorithm. (c) Reconstruction of pattern A by using both the OP
algorithm and Hopfield model, respectively.

sult [Fig. 6(c)]. In contrast, the Hopfield model con-
verges into a local minima, which gives an incorrect
result [Fig. 6(d)].

A numerical analysis of the robustness of an 8- x 8-
neuron single layer neural network is evaluated.
Twenty-six capital English letters are used as the ref-
erence patterns, each occupying an 8- X 8-pixel array.
The average Hamming distance of the reference pat-
terns is ~26 pizxels, and the minimum distance is 4
pixels. We assume that the input patterns are embed-
ded in random noise, where the input SNRs are chosen
to be ~5dB (i.e., 50% noise), 7 dB (i.e., 33% noise), and

. 10 dB (i.e., 10% noise), respectively. Figure 7 repre-
sents the output error pixels against the number of
stored patterns for various values of an input SNIR.
From this figure, we see that using the Hopfield model
the neural network becomes unstable after storing five
reference patterns. However, using the OP algorithm,
the neural network can retrieve all the letters with 50%
input noise for twenty-six stored letters. Wealso note
that the error correction ability decreases substantial-
ly a8 input noise and the number of stored patterns
increase. Nevertheless, the OP algorithm generally
provides better error correction capability.

VI. Mutllevel Recognltion Algorthm

For the case of an ill-conditioned weight matrix, the
Hamming distances between the stored vectors are
very short, which may result in the Hopfield model in
incorrect results. For example, four capital English
letters, T, I, O, and G, are stored in the associative
memory matrix, as shown in Fig. 8(a). Although the
input pattern is a partial letter G, the Hopfield neural
network failed to reproduce the pattern for which the
output result falls into a local minima, as shown in Fig.
8(b). We note that, in some cases, the output would
not converge to a correct result, even when the input is
exactly the same as one of the reference patterns. In
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Fig. 7. Performance of the Hopfield and OP models.

(a) (6)

(a) Four letters stored in the memory mask. (b) Recon-
struction of G by using the Hopfield model.

Fig. 8.

other words, the Hopfield model is effective only in
dealing with independent patterns.

From the above example we see that the smaller the
Hamming distances among the stored patterns, the
less the error correction ability. However, it is also
known that the less information stored in the memory,
the more effectively the neural network can correct the
error. Using the advantages of the programmability
of the proposed optical neural network, a multilevel
recognition (MR) algorithm is developed. This algo-
rithm adopts the tree search strategy that increases the
error correction ability by reducing the number of
vectors stored in each memory matrix.' The MR
algorithm first classifies the reference patterns into
subgroups and then develops a tree structure accord-
ing to the similarity (i.e., Hamming distance) of the
reference patterns. A smaller number of reference
patterns can be stored in the memory matrix built for
each subgroup. The MR algcrithm then changes the
memory matrices with reference to the Hamming dis-
tances between the intermediate result and the pat-
terns in different subgroups. In this manner, the stor-
age capacity is not limited by the size of the neural
network. However, the trade-off is that the process-
ing speed is slowed down due to changes in the memory
matrices.
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Fig. 9. Three subgroups of letters used in the MR algorithm. (b),
(c) Reconstruction of G by Trg and Tog, respectively.

V'=G
o o2
V'=G

Fig. 10. Flow chart diagram of the MR algorithm.

V=G

As an example, we consider once more the four let-
ters shown in Fig. 8(a). According to the similarity of
the patterns, the above four letters can be classified
into two groups, namely, [(0,G] and [T,I}, T and O are
arbitrarily selected from these two subgroups to form a
root group [T,0}, as shown in Figs. 9(a), (b), and (c),
respectively. Instead of constructing an associative
memory matrix Trtiog, three submemory matrices,
Tto, Toc, and Ty, are composed and stored in the
microcomputer. Inthe first demonstration, the mem-
ory matrix Tor is displayed on the video monitor, and
an input vector V', which represents the partial image
of G, ia presented on the input SLM of the system.
After converging to a stable state, the output vector
V*, as shown in Fig. 9(d), is compared with the stored
vectors O and T by using the Hamming distance as a
criterion. More specifically, if the Hamming distance
between the vectors V* and O is shorter than that of T,
the memory matrix Tog will be used to replace the
matrix Tor. Afterward, theinput vector V* is fed into
the network for a new round of iteration, for which the
letter G is retrieved, asshown in Fig. 9(e). A flow chart
diagram to illustrate this tree search operation is
shown in Fig. 10.




V. Concluding Remarks

A video monitor displaying the IWM offers the ad-
vantages of high resolution (1024 X 1024 pixels or
more), a large dynamic range (~256 grey levels), and
low cost. Further development of high definition TV
technology would enable us to synthesize even larger
neural networks with higher speed operation. Cur-
rently, integrated optics technology may provide a mi-
crolens array containing 30,000 interconnections on a
glass substrate.® Given an addressing time of the
ferroelectric SLM of the order of 10-4sand a TV frame
rate of 30 frames/s, the operational speed of the pro-
posed system with 1024 fully interconnected neurons
can be as high as 10* X 1024 X 1024 = 1.05 X 100
operations/s. However, if the MR algorithm is used,
in which the operation speed is dependent on the ad-
dressing speed of the TV monitor, the system would
have a speed of 30 X 1024 X 1024 = 3.146 X 107
operations/s.

Modifications of the Hopfield model, such as the
orthogonal projection and multilevel recognition algo-
rithms, are implemented in the proposed system as
shown in this paper. We stress that the proposed
optical neural network can also be used to implement
multilayer and high-order neural networks. The pre-
liminary experimental demonstrations and simulated
results have revealed that the proposed optical neural
network possesses high programmability and parallel
operation, which in principle can be made highly adap-
tive.
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Usinganoptical disk as a large capacity assoctative mem-
ory in an optical neural network is described. The pro-
posed architecture is copable of data processing at high
speed.

It is well known that optics is capable of performing mas-
sive interconnection in 3-D space. Several optical neural
network architectures have shown potential for high speed
parallel processing.!:2 Racently, the rapid growth of optical
disk (OD) storage techniques has provided another advan-
tage for optics in large capacity iaformation storage and
processing.? In this Communication, we propose an OD
based optical neural network architecture for high speed and
large capacity associative processing.

The OD stores information in a binary form. Two neural
network models, i.e., the binury pattern associator (BPA)®
and the tristate interpattern association (IPA) model® are
suitable for mapping the interconnection weight matrix
(IWM) on an optical disk. Since the IWM for the BPA isa
binary matrix, it can be directly recorded on an OD. The
IPA model assigns to each eloment [either a 1 (i.e., excita-
tion) or —i {i.e., inhibition) or 0 (i.e., no relation) in the IWM]
based on the association of special and common features
among reference patterns. Since thc [WM can be written
into positive and negative binary matrices T+ and T-, re-
spectively, T* and T~ can be separately recorded on an OD.

Figure 1 shows an optical neural network using an OD for
the large capacity storage of IWMs. In this figure, a pulse
laser beam is divided into two orthogonally polarized beams
by a polerized beam splitter PBS1. These beams are direct-
ed to the moving heads scanning on both sides of the OD, on
which T* and T~ can be simultaneously read out. Thus the
positive and negati’e matrices of IWM are orthogonally
polarized. Each moving head consists of a mirror, polarized
beam splitier, quarterwave plate, and microscopic lens to
enlarge the readout matrix. The moving heads travel along
the diagonal lines of the disk that cover the most inner to the
most outer tracks. Polarized beam splitters PBS2 and PRS3
are aligned in the same direction as the incoming beams
Since each reading beam passes the quarterwave plate twice,
it rotates the polarization plane by 90° and is reflected by
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PBS2 and PBS3. The readout beams are then enlarged by
the microscopic lenses L2 and L3, respectively, and then
superimposed on a diffuser. Notice that the structure be-
hind the diffuser is basically the same optical neural network
as described in Ref. 2.

For a single layer neura! network with N X N neurons, the
IWM is a 4-D matrix of N* elements, which can be parti-
tioned into an arra: of N X N submatrices, and sach subma-
trix is of N X N size.®

A lenslet array consisting of N X N small lenses i3 used to
establish the optical interconnections between the IWM and
input pattern, where a moderate sized SLM with N X N
pizels serves as the input device. As depicted in Fig 2, the
light beam emitted for each submatrix from the diffuser is
imaged by a specific lens of the lenslet array onto the input
SLM. Thus an N X N number of s::bmatrices is added onto
the input device. The overall transmitted light can be sepa-
rated by PBS4 and then imaged at the output plane to form
two N X N output arrays, which represent the product of the
4-D interconnection weight matrix (i.e., T* and T~) and 2-D
input pattern.

To form a closed loop neural network, the electronic sig-
nals from Lwo detector arrays PD1 and PD?2 are zent to a
parallel electronic postprocessing array. The circuit would
consist of a buffer, comparator array, and thresholding array.
The output pattern can be fed back to the input SLM for
further iterations or sent to the microcomputer for decision
making via an interfacing circuit.

We propose that a ferioelectric liquid crystal S1.M be used
as the input device of the system. Accordingly, its contrast
ratio can be as high as 125:1.7 Since the SLM can be paralle-
ly addressed, the detector and input arrays can communicate
in parallel. Thus the electrooptical feedback loop can be
performed in a completely parallel manner.

Several types of optical disk are commerically available,
such as the read-only CD-ROM, the write-once optical disk,
and the magnetooptical erasable disk. Here we select Opti-
men 1000, a 30-48-cm (12-in.) diam read-only OD, as an
example, which can store as much as 2.05 Ghytes of informa-
tion on two sides of the disk.?

The area on the disk surface on which the laser beam is
focused is chosen to be 1 mm?. This is primarily due to the
limitation of L2 and L3, the microscopic lenses’ field of view,
in which the magnification factor is ~70. An area of | mm?
consisting of 529 X 529 bits can be used to store the WM “or
a 23- X 23-neuron network. The configuration of an Opti-
men 1000 OD and the arrangement of blocks in tracks and
sectors on the disk are illustrated in Fig. 3. Note that the
number of blocks varies radially in different sectors. Al-
though there is a slight distortion of the blocks due to the
radial structure of the disk, it can be compensated by either
lenses L2 and L3 or input SLM with photodetector arrays.

To retrieve an association, the mcving heads would simply
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Fig. 2. Optical arrangement of the neural network.

aim at the right blocks to capture the IWM with pulse laser
and then image them on the diffuser. The pulse width and
power of the laser are related to the respoase time and
sensitivity of the photodetector array. The response time of
a typical photodetector is in the 1-ns range for which a pulse
laser in nai:osecond width should be chosen. The required
power of th laser can be estimated:
nP.>Sp (0
where P, is the power of the laser, Sp is the sensitivity of the
detector, and the absorption coefficient 5 of the system can
be written n = 0.5¢1¢4¢3, ¢, represents the reflectivity of the
OD, t, the transparency of the input SLM, and t; the energy
loss factor between the diffuser and input device.
We assume, for example, that ¢, = 0.5, £, = 0.2, t3 = § X
10~3, and Sp = ~10-% W; the laser power can be estimated as

P.>107%(0.5 X 0.5 X 0.2 X § X 107°) = 40 mW.
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Optical disk based neural network architecture.
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Fig. 3. Optimen 1000 disk and the IWM blocks on disk.

Now let us consider the requirement for the rotation speed
of an ODdriver. Thesize of a pitis~1 um onthe ODsurface.
The traveling distance of the moving heads should not ex-
ceed 1 um in pulse duration (i.e., 1 ns) to avoid blurring.
Therefore, the maximum spinning speed of OD is given by

Vop = 107¢ X 10° X 60/(x X 12 X 0.025) = 63,662 rpm,

which well exceeds the speed of the commercially available
OD driver (~1122 rpm). We shall use the 1122 rpm to
estimate the performance of the proposed optical neural
network.

Based on the above design parameters, there are ~14,600
blocks of the 529 X 529 matrix on each side of the OD.
Assume that each block can store fifty associations by using
the IPA model; there would be ~730,000 associations per
disk. Notice that this number is almost 5 times the 150,000
entries of 8 Webster's Collegiate Dictionary.

Since the existent OD driver spins at 1122 rpm, the reading
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heads take ~45 us on average to move from one block to
another. We assume that the parallel electronic circuit per-
forms postprocessing within this duration. Since each block
consists of 279,841 connections, this yields an average pro-
cessing rate of about

Vp = 2 X 279,841/(45 X 107%) = 12.4 X 10° connectiona/s.

Compared with the currently available electronic processor
(designed for neurocomputing) at ~22 X 108 connections/s,®
the speed up factor of the proposed optical neural network is
~560.

If we aasume that the parallel electronic postprocessing
can be completed in 2 us and the disk driver can spin at
~31,800 rpm instead of 1122 rpm, the processing rate of the
proposed system would be as high as

Vomes = 2 X 279,841/(2 X 107%) = 279.841 X 10° connections/s.

There are, however, several problems that should be ad-
dressed before constructing the optical disk based neural
network.

The readout head has to be redesigned for reading the
whole block of an IWM rather than sequential readout tech-
niques.!?

Theexistent SLM still cannot catch up with the processing
speed of the proposed system (i.e., ~10° Hz). However, the
optical disk based neural network is suitable for applications
to a huge database associative search, which does not require
a frequent change of input patterns.

The electronic bottleneck in the feedback loop may be
alleviated to some extent by using parallel buffers. Howev-
er, a decision making circuit for postprocessing the output
data in 2-45 us has to be developed.

Nevertheless, the proposed optical disk based neural net-
work offers a large capacity associative database for which
high speed operation can be achieved.

We acknowledge the support by U.S. Air Force, Rome Air
Development Center, Hanscom Air Force Base, MA, under
contract F19628-87-C-0086.
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ABSTRACT

A shadow cusung opucal logic array processor using cascaded pro-
grammable liqud crystal televisions (LCTVs) is described. We have
shown that the 16 hasic logic operations can be eusily uchieved with this
techmque. A technique of performing wo-level logic function using u
maodified version of this proposed architectures is also green. We have
shown that any iwo-level logic function can be performed with this
techmgue. The experimental demonstranions of this optical symbolic logic
processor ure ulso provided.

I. INTRODUCTION

An optical logic array processor using shadow casting tech-
nique was first proposed by Tanida and Ichioka (1]. They have
shown that efficient binary logic operations can be performed
with the parallelism of optics. Subsequently, Li, Eichmann
and Alfano [2] have demonstrated a hybrid encoding logic
using shadow casting for digital optical computing. A tech-
nique of using polarization-encoding for the shadow casting
logic unit was reported by Karim, Awwal, and Cherri {3].
Interesting optical space-variant logic array based on the
shadow casting principle was also discussed by Yatagai [4].

Recently, tiquid crystal televisions (LCTVs) have been
frequently applied to optical signal processing, because of
their low cost and programmability [$-8]. We have proposed a
symbolic logic processor utilizing cascaded LCTVs to perform
the logic operation {9, in which two input patterns and the
operational mask are, respectively, written on three cascaded
LCTVs.

In this paper, we shall discuss the basic logic operation as
obtained from this hybrid optical processor. A technique to
perform two-level logic functions based on this architecture is
also included. Experimental demonstrations obtained with
this proposed symbolic logic processor are provided. The
apparent advantages of using the cascaded LCTVs as applied
to symbolic logic processing must be the low cost and pro-
grammability.

f. LCTV SYMBOLIC LOGIC PROCESSOR

A LCTV symbolic logic processor using the shadow casting
technique is depicted in Figure 1. A collimated light which can
be either coherent or incoherent light is used to illuminate
three cascaded LCTVs. Two input encoded patterns are writ-
ten on LCTV! and LCTV2, respectively. The third LCTV
generates the operational mask corresponding to a particular
logic operation. The product of three patierns is then imaged
onto a CCD area detector, in which the output data represent
the logic operation. To encode input logic data, a binary
pattern is divided into 2 % 2 cells, called logic units. As an
example. input logic units (or patterns) a and b are, respec-
tively, illustrated in Figure 2(a). Since LCTV1 and LCTV2 are
closely cascaded, the combination states of these encoded
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input logic units can be represented by the patterns shown in
Figure 2(b). The operational mask displayed on LCTV3 is
depicted in Figure 2(c), in which (a. B.y.8) represent the
switching states (0 or 1). Thus, we sec that the complete 16
logic operations can be easily obtained by using the cascaded
LCTV technique. as given in Figure 3.

The experimental demonstrations have been obtained with
this proposed LCTV architecture. As an cxample. the results
of the exclusive-OR (EOR) logic opcration are presented in
Figure 4. Although, in principle, a logic unit can be encoded
onto 2 X 2 LCTV pixels. duc to alignment difficultv. 8 x 8
pixels have been used in our experiment.

. SYMBOLIC LOGIC FUNCTION PROCESSOR

In this section. a technique of performing two-level logie
functions, based on the proposed architccture mentioned
above, is described. We note that any two-level logic function
can be expressed in the sum-of-product form as

= @)X Xy b odaXy Xy U NN, Y b
+a,. 3% %, ta, X,

" ”

+a, x, X, ta,x, \x,

(1)

m

where a, is 0 or 1 determined by the particular function. «,
and x, are the logic and the inverted logic variables, respec-
tively, and

m=n(n~-2)

(la)

To perform a two-level logic function as described in Eq (1),
the product term of every two logical variables must first be
obtained and then added accordingly to the particular func-
tion. To obtain the combinations of anv two logic variables,
the variable patterns and opcerational mask are gencrated into
the cascaded LCTVs as schematically depicted in Figure §
For example, each variable paticrn is written in row direction
in LCTVI, and in column direction in LCTV2. respectively.
The operational masks determined by the required function
are programmed into LCTV3. The corresponding output light
distnibution behind LCTV3 must be the combinations of two
logic variables. Figure 6 depicts the optical sctup of a modi-
fied symbolic logic function processor The basic difference
between this architecture and the previous once is using a
focusing lens [, to intcgrate the output intensity from the
cascaded LCTVs. It is therclore apparent that the logic OR
operation can be obtained with this sctup. A photocell located
at the focal point of L, is to detect the intensity which
represents the output logic function. If there is a logical “1”
behind LCTV3, a peak can be detected bv this photocell
indicating a “17"; otherwisc. it has “0™ output To increase the
system accuracy. an electrical thresholding circuit is used after
the photocell Since the output function is represented by an
clectrical signal. it can be direetly stored into the high-speed
memory subsystem of a microcomputer for further usage.
Furthcrmore, if one uscs high contrast spatial light moedula-
tors (LCTVs), this proposed architecture will provide a possi-
ble method to perform multilevel logic functions

We now provide a couple of experimental demonstrations
obtained with this proposed architecture Two logic functions
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95




INPUT AlBIC||F| F
X=0 Y=0 OUTPUT=0 0jo0}o0 0 1
ojo0g1t 0ot 0
o(11]o0 0 1
oy 111 1 1
INPUT 1]0}]o0 0| 1
e et OUTPUT=1 vlols oo
t{t{o 1 4]
1yt t] 0
Figure 7 Truth tables of the two lagic functions
INPUT
OUTPUT=1
X=1 Y=0
H & B HREM
BHHA v lai
INPUT 1=
=1 Yol OUTPUT=0 E E EE EE m

Function F, Function F,

Figure 8 Operational masks for (a) function 1 and th) function 2
Figure 4 Outputs of exclusive-OR opetation

are chosen as examples:
@ /(4. B.C)=A®B+C: (2)
61' (A, B.C) =AC + AB + BC (3)

@g ﬂ'é Figure 7 illustrates the truth table of these functions. With
Y g @,ﬁ

AN

operational masks (i.e.. LCTV3) for Egs. (2) and (3) are as
depicted in Figure 8(a) and (b). respectivelv. We note that
CC = C is used (o obtain C in the operational mask (LCTV3)
of f,(A. B, C). The output intensity distributions correspond-
I ing to the two logic functions F; and F, by using the input
logic variables (LCTV1 and 2) and the logic operational
masks of Figure 8(c) and (d) (LCTV3). respectively, are given
in Figure 9. By detecting the zero-order inter wties, binary
LCTVI LCTV2 LCTV3 values of the logic functions of f, and F, can be obtained.
This can be easily done by thresholding the output intensity

2
4P
P g
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reference to the logic functions of Eqs (2) and (3), two

Figure 5 Spatial arrangements of logic variables in logic function
processor
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Figure 8 A symbolic logic function processor
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Figure 9 Output of function 1 and function 2 with different inputs

level. For example, as shown in the fourth column, the output
logic value of F, is measured as 1, with respect to input
A=0, B=1, and C = 1. For the fifth column, the logic
value of F, is 0, with respect to the input 4 = 1, B = 0, and
C = 0. Thus, we see that any two-level logic function can be
performed easily with this proposed symbolic logic processor.

IV. DISCUSSION

Since a one-cell-to-one-cell shadow casting relationship is
required in the proposed technique, the separation of the
cascaded LCTVs must be adequately small, so that the
diffraction effect from one cell imaged onto another cell is
negligibly small, i.e. (10, 11],

Zx — (4)

where A is the illuminating wavelength, Z is the overall
distance between LCTV1 and LCTV3, and 4 is the width of a
square cell. In our experimental demonstration the wavelength
of the He-Ne laser is A = 632.8 nm and the width of the unit
cell is d = 370 pm. Then the overall separation of cascaded
LCTVs is required as

Zx2cm (5)

In our experiments, we have used Z = 5 cm, which is well
within the constraint of the calculated result of Eq. (5). Since
the transmittance of the LCTV is rather low (about 10% for
the Radio Shack Pocketvision 5), the overall transmittance of
the cascaded LCTVs would be about 0.1%. Nevertheless,
relatively good results have been obtained from our experi-
ments. The absorption of the transmitted light is primanly
due to the low-quality polarizer used in the LCTV. Thus, to
improve the performance of the LCTV, a high quality polar-
izer should be implemented.

V. CONCLUSIONS

We have demonstrated that optical symbolic logic operation
can be easily achieved with cascaded low-cost LCTVs. Aside

from the basic 16 logic operations, we have shown that the
same processor can perform any two-level logic function.
Major limitations of using LCTV must be the low resolution,
low contrast, low speed and low transmittance, which prevents
widespread practical applications. Nevertheless, the low cost
and programmability of the LCTV would stimulate some
interest in the application of svmbolic logic processing Since
the digital computation can be divided into a series of specific
logic functions, perhaps some specialized digital uniprocessors
may be implemented based on this proposed optical
processor.
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NEW DESIGN OF FLAT GAIN AND
WIDEBAND FIELD EFFECT STRUCTURE
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ABSTRACT

This paper provides a new possibility of realizing in chip form wideband
amplifiers with simple wide gate field effect siructures, by taking edvan-
tage of especiully designed electrode terminations to overcome inherent
traveling wave losses. Demonsiration of these properties is performed
through various realizations and is based on distribured equicalent circuit
modelling.

1. INTROOUCTION

Applications of the traveling wave conceptl to GaAs long
electrode field effect devices have been widely studied in the
past [ew years and have given rise lo various attempts in the
range of microwave functions as couplers, isolators, phase
shifters, modulators, and amplifiers {1-5]. Among all these
functions, amplification is one of the more exciting but it
presents inherent difficuities due to the extreme complexity of
the involved phenomena.

The present paper provides new insight on this topic and
shows that the fundamental limitation related to propagation
losses can be overcome, to a large extent, by using particular
electrode configurations in association with on-chip imple-
mented terminal lumped impedances. Such a property is first
illustrated through experimental results carricd out with a test
single gate structure exhibiting a 1| mm gate width. Terminal
impedances of various kinds are investigated and optimum
configurations are demonstrated to greatly influcnce amplifi-
cation bandwidth. Then these results are interpreted with the
help of a simulation using 8 distributed circuit small signal
approach operated with the SPICE program. Finally, taking
advantage of properties stated throughout this study. we ex-
tend the application to moderate gate width (150-300 um)
FETs and we show, with espccially realized devices, the possi-
bility of achieving directly intcgrated amplifiers with very wide
Irequency bandwidth.

2. TEST STRUCTURE

A schematic representation of the test structure is given in
Figure ). The source electrode is uniformly grounded. Termi-
nations 2 and 4, which correspond to parts of gate and drain
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Figure 1 Schematic diagram of the test <tructure and its measure-
ment mounting

—

a gl TTT (o]
oo |

1 —
)

o]

. KD recens

Flgure 2 Mask topologics of the 1. 0. and 015 mm gate width
structures studied

electrodes that would be open ended in a conventional FET
configuration, are here connected to lumped impedances 7y
and 2,1, The choice of the nature of these impedances is
performed according to the criteria of an optimization of the
S parameters of the structure considered in a two port con-
figuration, with termination I as input and tecmination 3 as
output. This optimization consists of obtaining a substantial
value for the maximum available gain (MAG) on the widest
frequency bandwidth. but with minimized values of {S,,| and
{$1,1 in order 1o keep reasonable automatching conditions

The structure has been realized in our laboratony with a
1 pm gate length. a | mm total width. and a 3 pm drain-source
distance. 1ts exact topology is represented in Figure 2 As can
be scen. its drain clectrode width i only R pm in order to
behave as a propagation line. The main characieristics of this
structure arc

g. = 120mS  (trancconductance)
l’,, = -2V (pincholf voltage)

R, =351 {gatc resistance)
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One of the inherent advantages of the optical computer is
its noninteractive interconnecting capability. ‘The optical
perfect shalfle (PS) which furms the basis of such an inter-
connection network is a useful concept in optical computer
architecture.  Recently, propasals of optical PS have been
made by Goodman et al.! and Marchic? for application to
VLSI systems and single-mode optical fibers, respectively.
More recently, Lohmann et al. implemented the optical PS
with the use of four prisms.? I this Letter, we shall demon-
strate that two sels of data can be shuffled using an optical

spatinl filter.  An experimental demonstration is also pro-

vided.

Originally, the term ’S referred to a method of shullling N
number of cards (N = 2/, and jis an integer). 'I'he upper half
of the cards are removed and then interfaced with the lower
half. Fxamples of PS applications to FFT and sorting algo-
rithms have been discussed by Stone? and Parker.® Insome
applications, however, the use of other composite integer (M)
inputs instead of N inputs is required. The perfect interiac-
ing of the upper half of the M inputs with the lower half is
called Gaagali) class generalized perfect shuffle (GPS).®
Figure 1 shows a demonstration of Gy4{i) (i.e, M = 6). We
note that PS is only a special case nf the (G I'S in the class of
Goarett), and this kind of shulfling of data can be quickly
achieved by optical spatial filtering.’

The optical system to perform the (g (i) class GPS is
depicted in Fig. 2. 'T'wo sets of data are designated by sy(x,y)
and s,(x,v), which are sepnrated by a distance 20 at the input
plane I’). With coherent illumination, the complex light
distribution at the spatial frequency plane P; can be de-
scribed as

E(p.g) = S(p.g) expl~1idy) + 8y(pq) explifq), )

where Sy(p.g)and Sy{p,q) are the Fourier spectra of the input
data sy(x,y) and s,(x,y}, reapectively. Toimplement perfect
shuffle, we would place a sinusoidal grating in the Fourier
plane I';, We assume that the grating lormula is

Hg) = L cos|gp 4 i), 2)

where A is a small displacement constant.  Thus, the out-
put light field distribution on Py can be shown as
Ney) = Ypyle,y - 1 Vs gy vl
s e 0D sty + oAy

U ey 8 A sy oy 28 b ol (D)
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From the third terin of Eq. (3), we see that s,(x,y) and sa(x,v)
are slightly shitted in opposite directions along the Y axis. If
the incremental shift Af is equal to the separation between
the processing data, s; and s; would be perfectly interlaced.
Thus, the two sets of input data would be perfectly shuffled.

In the experiment, we used two sets of English letters as
input data for demonstration. Figure 3(a) shows the input
data. Figure 3{b) gives the shuffled data obtained with the
propused technique. Note that the input and output format
are not compatible. This will present no problem if we tailor
design either the input or output data system. Suppose the
input hit spot size is (0.1 mm, and their spacing in the X and Y
dhirections is 0.25 and 0.5 mm, respectively, an 80 X BU-mun?
aperture oplical GPS can shutfle as many as 12,800 light
channels. Furthermore, if two of the systems are cascaded
in tandem, the PS operation can be applied to a 2-1) data
crray, such that one shuffles horizontally and the other verti-
cally. Obviously, the major disadvantage of the system is
that it represents a negative process. With a phase-only
sinusvidal grating, however, the energy efficiency can be
increased to 33%. Considering the massive amounts of data
it handles, the GPS might be a viable trade off for some
applications.

We acknowledge the support of the U.S, Air Force Rome
Air Development Center, Hanscomn Air Furce Base, under
cuntract no. F19628-87-C-0086.
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We propose here a new concept for real time sensing and
compensation of atinospherically distorted wavefronts using
incoherent hroadband sources. White light wavefront sen-
sonn cuorently wsed i sduplive oplical systems all aon ot
measuring a vector tield, the local wavefront tilts (or wave-
front first derivatives) along two orthogonal directions.! We
propose to measure instead the local wavefront curvature
p(x,y), Laplacian of the wavefront surface 2(x,y},

playy =08 Loy, m
a 7

x [

together with wavefront tilts at the aperture edye in a direc

tion perpendicular to the edge, ie., for a circular aperture,
radial tilts at the edge. Radial tilts pruvide the houndary
conditions required to solve the Poisson Fq. (1) and estimate
the wavefront z(x,y), given the measured curvature distribu-
tion p(x,y). This approach has several advantages:

(1) The wavefront curvature is a scalar field. It requires
cnly one measurement per sample point.  This is certainly
easier than measuring a tilt vector field, which requires mea-
suring the two compaonents of the tilt vector at each sample
point  Indeed we describe below a simple optical setup
which gives both the local wavefront curvature inside the
pupil and the wavelfront slope at the pupil edge

(2) Assuming inertial turbulence, the power spectrum of
the wavefront surface decreases as k™', where k 15 the
wavenumber. Hence, the power spectrum of the curvature
varies as k'Y it is almost flat.  This implies that curvature
fluctuations at two different points are only slightly correlat-
ed. Since the process is Gaussian, they are alinost statisti-
cally independent. This is not the case for tilts which are
known to be highly correlated. Curvature measuretments
are therefore expected to he more efficient than tilt measure-
ments.

(3) Perhaps the most interesting property of this ap-
proach is that membrane or bimorph mirrors can be used as
analog devices which automalically solve the Poisson equa-
tion when proper voltages are applied. Hence the signal
from a curvature sensor can be amplified and directly ap-
plied to the mirror without any computer provessing.

Bimorph and membrane mirrurs have been widely de-
scribed in the literature. Bimorph mirrors are obtained by
gluing a thin plate of glass or any other polished mmaterial to a
stieet of piezoelectric material.2 5 T'he dynamic equation of
state for an ideal bimorph mirror has the form?

2 .
‘;‘2 = ATY + BT, 2)
t

where z'(x,y,t} is the mirror surface and Vix,y,t) is the volt-
age distribution on the piezoelectric sheet as a function of
time t; A and B are cunstant coefficients. Membrane mir-
rors consist of an aluminum-coated stretched polymer foil.
Deformation is obtained by means of electrostatic forces 8 9
The dynamic equation vl state for an ideal membrane has the
form?

';-; = ACY + HP, o
t

where 2°(x,y.t) is the membrane surface and P’(v,3,0) 15 the
electrostatic pressure applied as a function ol time t; A and B
are again constant coefficients. In both cases equilibrivm is
obtained when the mirror surface is the solution of a Poisson
equation with appropriate buundary conditions. 1n other
words, the effect of applying a local voltage or pressare is to

Fig 1 Difference in illumination between planes I and 1'. s o
measure of the local curvature distrihution 1 the mcoming wave
front W 11 also measures the wavelront rudinl (il ut the edge
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An investigation of using phase conjugate techniques to remove phase distortion in a joint transform correlator (JTC) is pre-
sented. For improving the accuracy of detection, a phase encoding method based on the nonlinearity of phase conjugation is also
proposed. Experimental results and computer simulations are provided.

1. Introduction

Recently, advances in photorefractive materials
have stimulated interest in the application of phase
conjugation techniques to a number of signal pro-
cessing problems {1]. Presently, the phase conju-
gation mirror, based on the seif pumped configura-
tion [2] in photorefractive crystals, exhibits
reflectivities as high as 70%, while requiring only a
few tens of milliwatts of optical input power. Thus,
this greatly extends the range of practical applica-
tions of phase conjugation mirrors. In this paper we
will explore its application to a joint transform cor-
relator (JTC). The JTC [3,4] is a powerful image
processor, particularly for pattern recognition appli-
cation, since it avoids the synthesis and alignment
problems of a matched spatial filter. In most coher-
ent image processing applications, the input objects
are required to be free from any phase distortion. The
input objects of a real time optical processor are usu-
ally generated by means of a spatial light modulator
(SLM), however, most SLMs introduce some sort of
phase distortion. We note that phase distortion can
severely degrade the correlation characteristics in a
JTC. Although liquid gates may be used to compen-
sate the phase distortion to some extent, they can only
remove the external distortion but generally can not
compensate the internal distortion of the devices.
Furthermore, holographic optical elements (HOE)
may provide another means of phase distortion re-
moval [§], but they have the disadvantages of crit-
ical alignment and cumbersome fabrication.
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Another problem common to the JTC, as well as
other coherent correlators, is that the width of the
correlation spot is 100 broad, and the cross correla-
tion intensity is too high. To improve the accuracy
of correlation detection, the object functions can be
pre-encoded. The inherent nonlinearities in phase
conjugation may be used for this encoding process.
Let us now consider a four-wave mixing JTC, as
shown in fig. 1. We propose the object beam of the
four-wave mixing is applied to the input of a JTC.
Notice that this configuration would have two major
advantages.

1. The phase distortion due to the input SLM can
be automatically compensated by the conjugated
wavefront.

2. An additional amplitude or phase modulation
produced by the nonlincarity of phase conjugation

Fig. I. Experimental setup. BS. Beam splittcr: M. mirror; O,
ject: Q. quarter wave plate; A, analyzer: L,. imaging lens:
Fourier transform lens: Po, output plane.

0030-4018/89/$03.50 © Elscvier Science Publishers |
(North-Holland Physics Publishers Division)
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may provide a means of improving the accuracy of
correlation detection.

2, Principle

It is well known that phase conjugation can be pro-
duced with a photo-refractive crystal. With referring
to the JTC in fig. 1, the readout beam is adjusted be-
yond the coherent length with respect to the writing
bcams. In other words, the setup represents a two-
wave mixing configuration with a real-time readout
beam. Notice that the expanded collimated Ar* laser
beam (1=0.5145 um) is divided into three paths.
One is directed toward the photo-refractive crystal
(BSO., 10X 10x 2 mm?®) by mirror M, and serves as
the reference beam. The second is used to illumi-
nated the input objects O, and O,, which are imaged
onto the crystal by lens L,. The third is directed by
mirror M1, M5, M4 and serves as the readout beam.
The reconstructed beam from the crystal is then im-
aged back to the input objects O, and O, for phase
distortion removal. After passing through the input
objects, the beam is then joint transformed in the
output piane P, by lens L,, via a beam splitter BS,.
We notice that a half wave plate Q, between the BSO
crystal and mirror M,, is used to rotate the polari-
zation of the readout beam. An analyzer A located
at the front of the output plane is used to reduce the
light scattered from the optical elements in the
system.

With reference to the optical configuration of fig.
1, the object beam can be written as

O(x, y) explig(x, y) ]
=0,(x~b, y) explig, (x=b, )]
=0,(x+b, y) explig: (x+b,y)]), (N

where 0,, Oy, ¢, and ¢, are the amplitude and phase
distortion of the input objects, respectively, b is the
mean separation of the two input objects, and 0,, 0,
are assumed positive real. At the image plane (i.e.
the crystal), the object beam is given by
O(x/M,y/M) exp(ig(x/M, y/M)]
xexplik(x?+y?)/2L), (2)

where M represents the magnification factor of the
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imaging system, L =s—/, s is the image distance, /s
the focal length of lens L, k=2n/A, A is the wave-
length of the light source.

Thus, the reconstructed beam emerging from the
crystal is given by

O (x/M, y/M) expl —io(x/M,y/M)]
Xexp{ —ik(x2+y?)/2L] exp[if(x/M,y/M)).
(3)

Notice that expression (3) does nol represent the ex-
act phase conjugation of expression (2). The am-
plitude distribution of O’ (x, y) deviates somewhat
from O(x, y), which is primarily due to the nonlin-
earity of the BSO crystal [6]. A phase shifi 0(x, y)
between the phase conjugation and the recon-
structed beam is also introduced. Later we will sce
that @(x, y) is dependent on the intensity ratio R of
the object beam and the reference beam. If there is
no voltage applied on the BSO crystal, 6(.x, y) would
represent a constant phase of 90°.

As can be seen in fig. 1, the reconstructed beam,
imaged back on the object plane, can be written as

O (x,y) exp[~ig(x,y) ) exp[if(x,y)] . (4)

After passing through the input objects, the complex
light distribution becomes

O(x,y) O (x,y) exp[i(x, p)].

This expression shows that the phasc distortion ¢( ¢,
y) of the input objects can essentially be removed,
while the additional amplitude and phase modula-
tion due to the nonlinearity of the BSO remain.

(3)

3. Phase distortion corﬁpensalion

The phase distortion of the input objccts (i.c. due
to the SLM) can severely dcgrade the correlation
characteristics. We have computer simulated some
of these effects. The simulations were obtained with
a test input pattern joint correlated with the same
pattern added with random phase noisc We as-
sumed that the random phase noise has a uniform
probability distribution aver a phase interval { — o,
o). Fig. 2 shows a plot of correlation peak intensity
as a function of phase deviation . From this graph,
we see that the normalized pcak drop of 0.5 corre-




Volume 71, number 3,4

Correl-.i'on peak value

12 —

1

\\
ost
o6 AN
\
N

0.4
02

° . R .

° os ' 18 2 18

Maximum phase deviation (radians)

Fig. 2. Correlation peak intensity degraded by phase noise.

Fig. 3. Joint Fourier transform spectra. (a) A pais of input sub-
jects with random noise. (b) Their joint transform spectrum. (¢)
The joint transform spectrum with phase compensation.

sponds 1o a phase deviation of 0.6 radians. In other
words, the phase distortion of a SLM should not ex-
ceed 1/10 wavelength, which corresponds to 0.6 ra-
d:ans, otherwise the correlation peak would be se-
verely degraded. However, most SLMs do not meet
this requirement. .

In order 1o demonstrate the phase compensation
with phase conjugate technique, a pair of input ob-
jects, shown in fig. 3a, is added with a random phase
plate. Their joint transform spectrum is shown in fig.
3b. Notice that the spectrum is severely corrupted by
the phase disturbances. However, with the phase
compensation technique, the spectrum, obtained with
the experimental setup described in fig. I, is rela-
tively free from the disturbance as shown in fig. 3c.

103

OPTICS COMMUNICATIONS 1S May 1989

Fig. 4 shows the correlation spots reconstructed from
these two cases. For no phase compensation, the cor.
relation spots are heavily embedded in random noise,
as pictured in fig. 4a, while with phase compensa.
tion, the correlation spots can clearly be seen in fig.
4b.

It is, howcever, necessary (o stress the role played
by the imaging lens L,. First, lens L, ensures that af|
the light scattered by the input objects can be dj-
fected toward the BSO crystal (assume that L, hag
a sufficiently large aperture.). Secondly, the recon-
structed beam is not the exact phase conjugated
beam, it has an additional phase modulation 6(x, y).
Thus, it is apparent that if no imaging lens is em-
ployed, the light ray emerging from an arbitrary ob.
ject point would not longer be reconstructed bar* a¢
the same point. By using the imaging lens, it ensures
that every light ray emerging from the objects would
be reconstructed back. As long as all the light scat-

Fig. 4. Reconstructed correlation spots. (a) Without phase co
pensation. (b) With pl.ase compensation
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tered by the phase distortion of the objects are col-
lected by the aperture of L,, the phase distortion of
the objects can be compensated by this technique.
However, if the aperture is not large enough, the high
spatial frequency components of the phase distor-
tion could not be compensated.

4. Pre-encoding

The reconstructed beam, as expressed in eq. (5),
is different from the object function O(x, y). The
additional amplitude and phase factors within the
reconstructed beam can be used for object pre-en-
coding in a JTC, for which the correlation charac-
teristics can be improved. These factors are depen-
dent on object and reference beam ratio R (6], as
defined by

O} x/M, y/M
(X/l y/ )_ (6)

R(x,y)=
where /, is the intensity of the reference beam.

The phase modulation @( x, y) represents the phase
difference between the conjugation of the object beam
and the actual reconstruction beam (see expression
(3)). This phenomenon is due to the interaction be-
tween the writing beams [7]. According to Vahey
(8], the phase deviation between the writing beams
varies along the propagation within the crystal and
can be expressed as

y(z)=y(0)—cotan(g,) In(gﬂl-g—ull). (7)

cosh{Q(0))
where
Q(z)=2Izsin(9,)
+tan-'{(1-R)/(1+R)}, (8)

T is the coupling constant, ¢, is the phase shift be-
tween the writing interference pattern and the in-
duced index grating, and w(0) is the initial phase de-
viation between the writing beams. This phase
variation would produce grating bending within the
crystal. When a readout beam illuminates the crys-
tal, the reconstructed wavefront from the bended
volume grating would have a phase shift 6(x, y) rel-
ative to the conjugate wavefront of the object beam.
From eqs. (7), (8) and (6), we notice that this phase
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shift @(x, y) is dependent on R and directly related
to the object intensity distribution O(x, y). There-
fore the phase modulation 8(x, y) can be utilized to
encode the object functions.

We have computer simulated the effects of pre-en-
coding the object functions in 2 JTC. Fig. 5§ is the
intensity distributions of two objects to be corre-
lated. The autocorrelation curve (for the triangle ob-
ject) and their cross correlation curve are shown in
figs. 6(a) and (b), respectively. We notice that the
wide autocorrelation curve and high cross correla-
tion intensity are not desirable. However, if a phase
encoding (assumed linear, that is 6(x, y) x O(x, v})
is added to the objects the correlation characteristics
are improved substantially, as shown in fig. 7, where
the maximum encoded phase 6,,,, is 8 radians. By
comparing fig. 6 with fig. 7, we notice that the width
of the autocorrelation reduces and the cross corre-
fation intensity decreases, Furthermore, fig. 8 illus-
trates how the autocorrelation width decreascs
monotonically as the increase of the linear phase
encoding.

In view of expression (5), object encoding can also
be accomplished with amplitude modulation. It is
obvious that O (x, y) is proportional to the diffrac-

£

Fig. 5. Intensity distributions of the object 1o be correlated
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Fig. 6. Correlation without phase encoding. (a) Autocorrelation
(b) Cross correlation.
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Fig. 7. Correlation with phase encoding, normalized by the cross,
correlation peak intensity in fig. 6. The maximum encoded phase
Omes i8 8 radians, (a) Autocorrelation. (b) Cross correlation.
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Fig. 8. Autocorrelation width (50% down width) decreases with
the increase of linear phase encoding. X axis represents the max-
imum encoded phase 4,.,..

tion efficiency # of the phase grating within the crys-
tal. With reference 10 Ochoa et al. {6], the diffrac-
tion efficiency n of the phase grating in a photo-
refractive material is related to the intensity ratio R
of two writing beams as

n(x,y)xR,
xl/r,

R<1. 9)
R>1.

Thus, different amplitude encoding may be accom-
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plished by controlling the intensity of the reference
beam, for example, edge enhancement, which jy a
desirable pre-processing in a JTC [9). Some discyg.
sion for amplitude encoding may be found in ref. (¢,

. Conclusion

Several applications of phase conjugation tech.
nique in 2 JTC have been investigated. It is show
that phase distortion in the input objects (due
SLM) in a coherent image processing system can by
efficiently compensated by using phase conjugatio,
technique. The additional amplitude or phase mogd
ulations produced by the nonlinearity of phase cor
jugation can be utilized to pre-encode the obje
functions, for which correfation characteristics ca
be improved. Computer simulations indicate th;
phase pre-encoded objects improve the accuracy
correlation detection, which is resulted from smajl
autocorrelation spots and lower cross correlation j
tensity. This encoding technique would find app
cation to the research of dynamic pattern recogs
tion and robotic vision.
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